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#### Abstract

In this paper, color images are encrypted and subsequently damage occlusion is made to the encrypted figures, with different sizes; the intention is to simulate an attack. In this research, two aspects are discussed, namely: the first is to encrypt images with quality; that is, the figures encrypted pass randomness tests proposed in this paper. The second aspect deals with the problem of recovering the encrypted figure information when it has been damaged. To retrieve information from encrypted images, the enryption of images is carried out in two steps: in the first a permutation is applied to the entire image and the second uses the AES cryptosystem with variable permutations. To perform this task an algorithm is used that utilizes the $p i$ number to generate the permutations. To improve the sharpness of the deciphered figures with damage two filters are applied; median and average. To measure the degree of improvement in the damaged images two tests are proposed; the first is the correlation coefficient between adjacent pixels in the horizontal, vertical and diagonal directions. The second is based on the information entropy.


Index Terms-AES with variable permutations, goodness-offit test, fourier transform, correlation, entropy of information, median and mean filters.

## I. Introduction

THE purpose of this paper is to analyze the attacks problem on encrypted file images. Such attacks may be in communication or storage, and are important in the context of real-time decisions [1]. That is, when an encrypted message is damaged - by attack or not - and then is decrypted the risk is not knowing the original message and sometimes there is not much time to decide what was the original file, say, less time than to ask for it again. So, the first point is to realize an image encryption with quality. In this sense, there are different image encryption works: there are some recent methods using the Hilbert transform [2], other Chaos [3], [4] and Hyper-chaos [5] or even AES cryptosystem [6] with CBC mode encryption [7], although in this latter case the encryption process is sequential. In the Hilbert transform and Chaos cases, there is the difficulty of not knowing specifically, the size of the keys set. In the case of Hyper-chaos, the keys set is $2^{167}$ and only the brute force attack is mentioned. The chosen-plaintext attacks as linear [8] or differential [9] are not addressed. In addition, there is a research of color image encryption [10], where the set size of the keys is not specified. Also, there are investigations in optics [11], [12], [13] where the number of keys is also

[^0]not noted. There is an interesting research in this field [14], however, the original image is modified when the figure is decrypted. On the other hand, there is an important encryption research of color images [15]. This work does not use as proof of the encryption quality any of the proposals in NIST Special Publication 800-22.

As for encrypted damage figures [16], the proposal is to use filters [17] in order to improve the sharpness of images with decrypted damage. This article only uses median and mean filters [17]. It is left for further research to propose other filters using mathematical morphology [18]. Then, for damage encrypted figures two actions that solve this type of problem are proposed, namely: as a first step encrypting images must be such that when these have a failure, it does not appear focused on the decoded figure, see figure 3. Therefore, applying an initial permutation over all image pixels, randomly constructed is recommended. The intention is to spread the figure data, so that the pixels remain randomly distributed. In this sense, when an encrypted figure suffers damage, it does not appear focused on the deciphered image. As a second step, AES with variable permutations is applied over the permutated image. It is shown later that the images encrypted by this method pass the tests of randomness proposed, which are: horizontal, vertical and diagonal correlation [19]; Discrete Fourier Transform (DTF) [20]; entropy; and the proposed "Goodness-of-fit test" [19]. In addition, a sensitivity analysis for the proposed $k$ key is performed; that is, the study of the Correlation coefficient between the figure encrypted with $k$ and $k+1$, in order to show that no relationship between them is carried out. A filter is used in the figure decrypted with damage, to improve sharpness. Two types of filters are proposed. The first is the median with different sizes of mask and the second is the average. In addition, two instruments to measure the improvement after applying the filters are used. These instruments to measure the quality of the result are the following: the first is the Correlation coefficient between adjacent pixels in the directions: horizontal, vertical and diagonal. The second corresponds to the information Entropy. Surely there are several filters that could do a better job than suggested here. But, this is not the objective of this research which shows the improvement in the decrypted figures when some of the aforementioned filters are applied.

Damage to the encrypted images is carried out by concentric rectangles, see Figure 6, and the fault sizes are $35 \%$, $40 \%$ and $45 \%$ of the total figure area. Of course, the dimensions of these faults may be higher or lower depending on the "quality" required to decrypt images with damage. However, in general it can be said that for the bigger the faults, the

TABLE I
A $3 \times 3$ MASK

| $(x-1, y-1)$ | $(x-1, y)$ | $(x-1, y+1)$ |
| :---: | :---: | :---: |
| $(x, y-1)$ | $(x, y)$ | $(x, y+1)$ |
| $(x+1, y-1)$ | $(x+1, y)$ | $(x+1, y+1)$ |

lower the sharpness of the deciphered image. Furthermore, the damage or noise utilized in this paper is the occlusion noise; other noises are not discussed, for example, additive or multiplicative [21], [22].

It is important to clarify that this article does not use the compression process in the encryption image, because there are some countries whose safety areas do not allow the compression process in encryption images [23]. In other words, the process employed is Encryption $\rightarrow$ Decryption. The images encrypted in this work appear in many other investigations. These figures are: Peppers, Baboon, Barbara and Lena. A fifth figure is proposed according to the criteria described below.

## II. Preliminaries

The discussion begins with the filters, and as mentioned above, only two of them are discussed, namely, the median and the mean or average. It starts with the median filter which is a statistical non-linear type [17]. Two types of masks are used, which are $3 \times 3$ and $5 \times 5$ elements. In general, it can be said that the filters applied in this research conducted a manipulation in space $(n \times m)$ of image pixels. In the case of the mean filter, it only used the $3 \times 3$ size. In both filters the process is as follows: given any figure pixel $(x, y)$ the analysis is made in the neighbor elements. For example, in the particular case of the $3 \times 3$ mask the $(x, y)$ pixel has as adjacent pixels all the $(x, y)$ considered in Table 1.

Regarding the median filter the process is as follows: the gray levels of the additive primary colors are arranged red, green and blue for each of the neighbor cells at $(x, y)$ and including the pixel. Denote each of these values, as $M_{r, i}, M_{g, i}$ and $M_{b, i}$ for each of the additive primary colors respectively with $i=1, \ldots, n$; where $n$ is the total number of cells in the mask. In the case of one color figures, the different gray levels are worked. To illustrate the point, as a case study an array of $3 \times 3$ is taken, then, for each of the nine cells $(x-1, y-1)$ $(x-1, y) \ldots(x+1, y+1)$ each of the amounts $M_{r, i}, M_{g, i}$ and $M_{b, i}$ with $i=1, \ldots, 9$ are sorted. After the amounts of cells are arranged and the median is denoted as $\delta$; then, the following must comply: $\delta$ is greater or equal than the $\lceil n / 2\rceil-1$ first elements; i.e $50 \%$, and less than the remaining elements. The size of the arrays to be analyzed in this research are $3 \times 3$ and $5 \times 5$, since for a larger mask the process is slow, although, the quick sort algorithm was used [24].

The damage of the figure does not necessarily achieve greater sharpness. The average filter has equal probability weights; i.e. the same values. The formula is $\sum_{i=1}^{n} M_{c, i} P\left(M_{c, i}\right)$, where $M_{c, i}$ is the color value $c$ in the
cell $i$, which could be red, green, or blue, and $P\left(M_{c, i}\right)$ is the probability or relative weight of $M_{c, i}$ value, which for this particular situation is $1 / n$. The $P\left(M_{c, i}\right)$ can be different amounts in different cells, taking into account that $\sum_{i=1}^{n} P\left(M_{c, i}\right)=1$. This filter is classified as linear [17].

The algorithm used for image encryption is AES [25] for the following reasons: because it is a recent symmetric encryption system and as the international standard at this time, it makes this algorithm the most studied in the world. On the other hand, an efficient method for breaking it has not yet been found [26]. It is also noted that AES is a symmetric algorithm [7], which makes it very fast to encrypt information. There are different encryption protocols with AES [7]. In this work the ECB mode is used for the following two reasons: First, it is important to evaluate how variable permutations work in the encryption figures. Second, this mode allows parallelizing the encryption process and thus reduces time.

However, when the ECB protocol is used to encrypt figures that have low randomness degree in their bits and does not apply the variable permutations process, and also uses the same key for all 128 bit blocks of the image, it may be that the encrypted figure could give us information; i.e, the distribution of the different shades of basic colors follows a certain pattern; see Figure 2. This is the reason why an additional element is used in the algorithm, in this case a different permutation in each 128 bits block. This permutation is applied in the first round after the operation $x$-or rather than at the entrance of the first round as Triple-DES does [27]. It also shows that the keys set of AES cryptosystem can be up to $2^{256}$ elements.

The "quality" aspect of a figure encryption has to do with the randomness degree in the distribution of the encrypted image bits. In this sense, several methods have been used to measure the degree of randomness [20], although in this research the following are used: Correlation; horizontal, vertical and diagonal; Entropy; Discrete Fourier Transform and a different form to measure the degree of randomness of the bits of an encrypted image is proposed, using a "Goodness-of-fit test" [19]. Transcendental numbers are utilized, which have the characteristic of not being a solution of any polynomial with the form $a_{n} x^{n}+a_{(n-1)} x^{(n-1)}+\ldots+$ $a_{0}$ with $a_{i} \in \mathbb{Z}$ [28], but also have the property that the decimal point to the right does not follow any regularity, so they are good candidates for use in generating pseudo-random numbers. The pi number is the transcendent to be employed in this article because it has been well studied [29].

The generating of permutations is dependent on the AES key. This is according to the following procedure: if we denote by $m$ the integer that represents the string of 128 bits of the AES key. Then the product $m \times p i$ is also a transcendental number and from it is possible to get the constants that are used to generate permutations based on the following procedure. Given a non-negative integer $l \geq 2$ it is possible to define the set $N_{l}=\{n \in \mathbb{N} \mid 0 \leq n \leq l!-1\}$ and on the other hand, according to the division algorithm of Euclid [30] for
all $n \in N_{l}$, it can be written uniquely as follows:

$$
n=C_{0}(l-1)!+C_{1}(l-2)!+\ldots+C_{l-2}(1)!+C_{l-1}(0)!.
$$

Then, using modular arithmetic it is possible to get the $C_{i}$ for $i=1, \ldots, l-1$ in a pseudo-random way. Later it will be shown, how from the expression (1) and using an algorithm there is a way to obtain the pseudo-random permutations: for both situations; the whole image and for each block of 128 bits.

The Entropy is measured according to the formula $-\sum_{x \in X} P_{r}(x) \log _{2} P_{r}(x)$; in Section 5, a more detailed explanation is given. Regarding the color image, each of the primary additives -red, green and blue- is described by one byte; that is, 256 gray levels are sufficient for each of them. Then, if a particular primary color has uniform distribution; i.e, all points are equally likely, the entropy value is 8 [31]. Although, one case in which the Entropy is 8 can be constructed, and the distribution of values is not random. However, in practice this is not so. Thus, values as close as possible to 8 for each of the primary colors, in an encrypted figure are sought.

A statistical test to evaluate the randomness of a bits sequence is formulated by means of a null hypothesis $H_{0}$, which states that the bit string is random versus the alternative hypothesis $H_{a}$ which indicates that this is not so. To accept or reject the null hypothesis a statistical and threshold to define a rejection region is used; so, if the value of the statistical based on the data yields an amount that is in the rejection zone, this implies that the null hypothesis is rejected, otherwise $H_{0}$ is accepted.

In any hypothesis test scheme there are two types of errors, namely: type I error and type II error. Type I error is one that is committed when $H_{0}$ is true and it is rejected. Type II error is accepting $H_{0}$ when this hypothesis is false. The error that is controlled is the type I because it is considered that $H_{0}$ is the more important of the two hypotheses. The amount used in this research for the type I error is $\alpha=0.01$, although $\alpha=0.001$ can also be used [19].

The probability distributions that are used in the randomness tests are: Chi-square $\chi^{2}$, the standard normal distribution and Complementary Error Function $\operatorname{erfc}(z)=\left(\frac{2}{\sqrt{p i}}\right)$ $\int_{z}^{\infty} e^{-u^{2}} d u$ [32].
Correlation between two random variables $x, y$, is performed using the adjacent pixels of an encrypted image for each primary color additive; red, green and blue. The reasoning is this: if the encryption figure has good "quality"; then it is expected that the Correlation coefficient between adjacent pixels horizontal, vertical and diagonal is a number close to zero.

## III. Algorithm to Generate Permutations

Suppose for the moment, that in the expression (1) the constants $C_{0}, C_{1}, \ldots, C_{l-2}$ are known and based on them the following algorithm is constructed:

Step 0. An array in ascending order is defined as follows: $X[0]=0, X[1]=1, \ldots, X[l-1]=l-1$.

Step 1. The condition $C_{0}<(l)$ is observed; then, $X\left[C_{0}\right]$ is one element of the array in step 0 . So, $X\left[C_{0}\right]$ is removed from the arrangement in step 0 , and instead is replaced by $X[l-1]$; that is, the last element. If $X\left[C_{0}\right]$ is the last element, then this is replaced for the penultimate element. Note, only two operations are performed; removal and replacement. That is, the other elements of the array remain unchanged.

Step 2. In the same way as in the previous step, the condition $C_{1}<(l-1)$ is fulfilled, so, $X\left[C_{1}\right]$ is an array element of step 1 . Thus, following the same logic of step $1, X\left[C_{1}\right]$ is removed and instead is replaced for the last item. Of course, if $X\left[C_{1}\right]$ is the last element, then, the process is the same as step 1.

Step $l-1$. If this process is repeated at the end the following result will appear: $X\left[C_{l-2}\right]$ and $X\left[C_{l-1}\right]=k$ with $0 \leq k \leq l-1$. The number $X\left[C_{l-1}\right]$ appears automatically since it is the last; that is, $C_{l-1}=0$. The array of positive integers $X\left[C_{0}\right], X\left[C_{1}\right], \ldots, X\left[C_{l-2}\right]$ is a permutation of the array $0,1, \ldots, l-1$. This procedure is performed in steps $l-1$. Regarding the complexity to perform this algorithm is $\mathcal{O}(l)$, since in each step removal and replacement of an element is carried out, the others remaining unchanged. In this paper two sizes of permutation are generated, namely: the 128 positions and that which permutes the pixels in the entire image. If the figure is about 500,000 pixels, $960 \times 540$, the size of the problem to be solved is $\mathcal{O}(500,000)$ for this particular case, which means it can be resolved speedily. Actually, the time spent on the construction of the switch from one image of dimensions $960 \times 540$ is less than ten milliseconds using software.

Now, it is relevant to show how the constants $C_{0}$, $C_{1}, \ldots, C_{l-2}$ are obtained. Note that it is not important to know the number $n$, fortunately, because otherwise the integers for the simplest case have a magnitude of $128!-1 \approx 10^{215}$, and for the more complex case the permutation is over the whole image size, the numbers could be 500,000 ! -1 , which is huge.

In this sense, the quantities $(l-1)!,(l-2)!, \ldots$ are only used as marks; that is, it is not necessary to write them with all their digits. Then, the next question to address is: how to choose the pseudo-random values for the $C_{i}$ for $i=1,2, \ldots, l-1$. As mentioned above, this paper used the pi number as follows:
(1) The symmetric cryptosystem key Advanced Encryption Standard-AES, is a string of zeros and ones, which represents a positive integer. Denote this integer as $m$; then, this paper proposes to multiply $m$ by $p i$, such that the product is itself a transcendent number. Particularly, in this investigation the symmetric cryptosystem AES-128 is used, although there is the possibility of employing up to 256 bit keys.
(2) After completing the multiplication $l \times p i$, and after the decimal point to the right, one Byte strings are taken which are denoted as: $b_{0}, b_{1}, \ldots, b_{126}$ : For each plaintext of 128 bits, it will utilize 127 strings of one Byte. It follows that, the sets
number of 127 chains of one Byte corresponds to the blocks number of 128 -bits that have the image to be ciphered.

Each $C_{i}=b_{i} \bmod (128-i)$, for $i=0,1, \ldots, 126$ is defined. Remember, the constant $C_{127}=0$ since it is the last.
(3) Once the constants $C_{i}$, for $i=0,1, \ldots, 126$ were calculated for each block of 128 bits the algorithm described above is applied to get the permutations of 128 positions.

When the whole image has to be permutated, the number of positions to exchange, $l$, can be 500,000 or more elements. In such case, the procedure is similar to $l=128$. But, there are some differences, namely, the size chains $a_{i}$ is 24 bits, or 3 Bytes. This, since many current images do not exceed $2^{24}$ bits in the spatial resolution. Furthermore, the three-Byte blocks also represent integers. So, it is proposed to calculate the constants $C_{i}$ as follows: $C_{i}=a_{i} \bmod l-i$, for $i=0,1, \ldots, l-2$ y $C_{l-1}=0$.

Sometimes in the image to be encrypted some bytes are subtracted, according to the following criteria: If $24 \times l \bmod$ $128 \not \equiv 0$ where $l$ is the number of pixels of the figure, then, a minimum amount of Bytes is subtracted, say $n$, such that $24(l)-8(n) \bmod 128 \equiv 0$. It is important to note that $8 n<128$ and the $8 n$ bits are not encrypted. Once, the $C_{0}, C_{1} \ldots C_{l-2}$ values are known, the $\pi_{l}$ permutation over a $l$ elements array is calculated, according to the procedure described previously.

## IV. AES Encryption Algorithm with a Variable Permutation

This section explains how the tool developed in the previous section in the process of image encryption is used. There are two steps to encrypt a figure; the first is to generate a permutation of the size image and later apply it over the whole figure. The second step is to use the AES algorithm with a modification, i.e., to utilize a different permutation for each 128 -bits block after the $x$-or operation in the first round. Permutation on the whole image is intended to disperse the information so, when the encrypted figure is damaged, it does not appear in a focused manner in the decrypted figure. Actually, this is the intention of permuting the entire image. On the other hand, the algorithm described in the previous section defines a Bijective function [33], from the integers set to the permutations set, which is denoted as $I_{m}$, thus, if $I_{m}$ is a Bijective function, it follows that it is a one to one function. This is important, since two different sets of constants $C_{i}$ have associated two different permutations, which means in a general way the resulting block from the Input $\oplus k_{1}$ operation is modified in a different manner, where the entrance string in the first round is Input, and $k_{1}$ is the first from the keys schedule.

Another question that may arise is why after the $x$-or operation? And why in the first round? Regarding the first question, the reason it is not used at the entrance of the first round as with Triple-DES or Triple DES-96 [34], is because some images have areas of the same color; for example, black or white. In this situation a permutation applied to
ones or zeros strings does not make any modifications to them. But, when it is used after the x-or operation, this allows modifying the bit strings. Furthermore, why in the first round? Given that the information is mixed in each round, then any changes made in the first round there is more opportunity to scramble information, and at the end of the encryption process the ones and zeros will appear randomly. It is important to explain whether the multiplication of the integer associated to the AES key with $p i$, somehow affects the communication between two people. Actually, this is irrelevant in a secure communication scheme, such as Public Key Infraestructure (PKI) [35]. The key can be encrypted and transmitted using an asymmetric encryption cryptosystem, for example, ElGamal [36], RSA [37] or Elliptical curve [38]. The receiver can know the key with its private key and compute $l \times p i$. Later, the receiver can compute the variable permutations and the permutation of the whole image.

## V. Randomness Analysis of Encrypted Images

As mentioned at the beginning of this work tests of randomness are carried out to find out what is the "quality" of the encrypted images; that is, what is the randomness degree in the colors of encrypted figures. Clearly, when the images are with different shades the process is the same.

## A. Correlation, Entropy and Discrete Fourier Transform tests

Randomness analysis of the following tests is started: Correlation in directions; horizontal, vertical and diagonal; Entropy and Discrete Fourier Transform. Also, as mentioned earlier, the encryption of the images is performed without compression, or more specifically lossless information. In any image encryption it is important that the distribution of its bits should be random, in order to avoid bias that might lead to attacks to discover the key or plaintext.

With respect to the Correlation between adjacent pixels of an encrypted image with "quality," it is expected that there is a Correlation coefficient close to zero between adjacent pixels, that is, the linear relationship between them must be very weak [39]. Adjacent pixels are considered in three directions, namely, horizontal, vertical and diagonal.

The process of computing the Correlation between two random variables; $x$ and $y$, is carried out as follows:

A pixel of the encrypted image is selected randomly. This pixel has a value for red, green and blue which is denoted as $x_{r}, x_{g}$ and $x_{b}$. After selecting a random pixel, the next pixel is taken in adjacent directions horizontal, vertical or diagonal as appropriate. Similarly, as in the previous case, the adjacent pixel selected has a value for red, green and blue. These amounts are denoted as follows: $y_{r}, y_{g}$ and $y_{b}$.

So, suppose $M$ pairs of pixels $x, y$ are chosen randomly. Then, it is possible to calculate the Correlations in the three directions for the three primary colors. The formula for calculating the Correlation coefficient in the horizontal
direction and for the red color is as follows:
$r_{h ; x_{r}, y_{r}}=\frac{\sum_{i=1}^{M}\left(x_{h ; i, r}-\bar{x}_{h, r}\right)\left(y_{h ; i, r}-\bar{y}_{h, r}\right)}{\sqrt{\left(\sum_{i=1}^{M}\left(x_{h ; i, r}-\bar{x}_{h, r}\right)^{2}\right)\left(\sum_{i=1}^{M}\left(y_{h ; i, r}-\bar{y}_{h, r}\right)^{2}\right)}}$,
where $\bar{x}_{h, r}$ and $\bar{y}_{h, r}$ are

$$
\bar{x}_{h, r}=\frac{1}{M} \sum_{i=1}^{M} x_{h ; i, r} \text { and } \bar{y}_{h, r}=\frac{1}{M} \sum_{i=1}^{M} y_{h ; i, r}
$$

Clearly, the expressions in the vertical and diagonal directions as well as for the green and blue colors are the same. In the case of a mono-color image, the process is the same as a color figure.

In case of the Entropy, the study of pixels dispersion in the images is performed by separating the primary colors at each pixel. When a single color is required, one Byte is necessary to calculate the Entropy, i.e., 256 gray levels. For color figures three Bytes are necessary, one for each basic color. In this vein, it is said that if the distribution of bits is totally random the Entropy is 8 . To measure the randomness in strings of zeros and ones in practical cases the proceeding is as follows: When Entropy is near 8 it understands that the string of zeros and ones is random; otherwise it would mean that it is not.

To calculate the Entropy it is assumed that there is a string of pixels. In this regard, it is possible to separate each pixel in the chain into its basic color. Then, suppose that the bits string in the red color is divided into blocks of 8 bits, that is, one Byte; it follows that it has 256 possible values. Frequencies are recorded in a table of 256 classes according to their order of appearance. Therefore, each class is assigned a frequency $f_{i}$ for $i=0,1, \ldots, 255$, so, an estimation of the probabilities for each of the classes is $P\left[x_{i}\right]=\frac{1}{f_{i}}$, where $f_{i}$ is the class frequency $x_{i}, i=0,1, \ldots, 255$. In this vein, Entropy, say for red color, is calculated as follows: $H_{c}=-\sum_{x_{i} \in X} P_{c}\left(x_{i}\right) \log _{2}\left[P_{c}\left(x_{i}\right)\right]$, where $X$ is the set of all classes. In a simple manner, from the last expression it can be seen that for the green and blue colors the formulas are the same.

The Discrete Fourier Transform measures the degree of randomness of zeros and ones string, that is, there is no periodicity -repetitive patterns- one followed by another.

The following items appear in the calculation of the test statistical:

- $N_{0}$. It is a theoretical amount expected; $\frac{(0.95) n}{2}$, where $n$ is the chain length.
- $N_{1}$. It is the number of values below a threshold $h$, which in turn depends on the string length $n$.
$f_{j}=\sum_{k=1}^{n} x_{k} e^{\frac{2(p i) j(k-1) i}{n}}$. If $n$ is odd, just the last bit string is suppressed. Clearly, $f_{j}$ has a real and another complex part. The $\left\|f_{j}\right\|$ module is calculated, which is real; later, it is compared with $h$. If $\left\|f_{j}\right\|<h$ a one is added to $N_{1}$ value. Otherwise $N_{1}$ remains with the previous value. With the latter
dates the quantity

$$
d=\frac{N_{1}-N_{0}}{\sqrt{\frac{n(0.95)(0.05)}{4}}}
$$

and the test statistical $P-$ value $=\operatorname{erfc}\left(\frac{d}{\sqrt{2}}\right)$; are calculated with $\operatorname{erfc}\left(\frac{d}{\sqrt{2}}\right)=2(1-\Phi(d))$. The decision rule is: if $P-$ value is less than 0.01 the null hypothesis is rejected, otherwise it is accepted.

## B. Randomness Test Proposed

Due to work with images testing randomness based on how the color bits are arranged in an encrypted figure, so the $\chi^{2}=$ $\sum_{i=1}^{k}\left[\frac{\left(o_{i}-e_{i}\right)^{2}}{e_{i}}\right]$ statistical is used for each primary color. The $o_{i}$ is the observed value and $e_{i}$ is the expected value. Using the $\chi^{2}$ statistical it is possible to quantify the freedom degree that has the distribution of the different shades of colors; red, green and blue.
In all NIST 800-22 tests, to determine the degree of randomness of the bits in a string, this type of proof does not appear, that is, the tone distribution randomness of the basic colors is not measured, so, it is a different situation. In the same way as the tests of $800-22$ NIST standard, the proposal proof uses the Goodness-of-fit test, utilizing the statistical, $\chi^{2}$, which has a probability distribution of Chi-square with $n-1$ degrees of freedom. The freedom degrees are obtained in the following way: the shades of each color of an image can be represented as a histogram whose abscissa has 256 divisions. Then, the degrees of freedom are 255 [19]. On the other hand, if it is considered that the random variable $\chi^{2}$ approaches the normal distribution according to the center limit theorem, it follows that the mean and variance of $\chi^{2}$ statistical are: $\mu=$ 255 and $\sigma=\sqrt{2(255)}=22.5831$ for each basic color.
With this information it is simple to calculate the threshold for a significance level of $\alpha=0.01$ and $\alpha=0.001$, considering that both size of significance gray levels are in the right tail of the normal distribution. So, the threshold for significance level $\alpha=0.01$ is 307.61 and for $\alpha=0.001$ is 324.78.

Then, the process of making the decision to accept or reject the null hypothesis, according to particular datas is as follows:
a) The statistical $\chi^{2}=\sum_{i=1}^{k}\left[\frac{\left(o_{i}-e_{i}\right)^{2}}{e_{i}}\right]$ is calculated with specific values, where $o_{i}$ and $e_{i}$ are observed and expected values number $i$.
b) The probability to the right of the value $\chi^{2}$ is calculated; if this probability is greater or equal to 0.01 , then the null hypothesis is accepted, otherwise it is rejected. If the significance level is 0.001 the procedure is similar.

## C. Sensitivity Analysis

It is important in image encryption to make the Correlation between two figures encrypted with two very close keys, for example, the difference between these two keys could be one. This Correlation should be close to zero. This means, that no

Piedra de sol

Un sauce de cristal, un chopo de agua,
un alto surtidor que al viento arquea,
un árbol bien plantado mas danzante,
un caminar de río que se curva,
un caminar de río que se curva,
avanza, retroced
y llega siempre:
un caminar tranquilo
un caminar tranquilo
de estrella o primavera sin premura,
agua que con los párpados cerrados
mana toda la noche profecías,
unánime presencia en oleaje,
ola tras ola hasta cubrirlo todo,
verde soberanía $\sin$ ocaso
como el deslumbramiento de las alas
cuando se abren en mitad del cielo,

Fig. 1. Type image to be encrypted.
matter the closeness between different keys, the result is that there is no relationship between the two encrypted images.

## D. Proposed Image to be Encrypted

In the introduction to this article it was mentioned that a criterion would be presented to choose the figure to be encrypted. This criterion is based on a characteristic of the Goodness-of-fit test that tells us the following: if the tones distribution in each of the three basic colors was totally random $\chi^{2}=0$. In fact, this means that each color histogram is a uniform distribution.

However, when $\chi^{2}$ has a very large value for each of the primary colors AES with variable permutations should be applied, otherwise the encryption is not efficient, see Figure 2. In addition, there are many relatively small images with $\chi^{2}$ which can be applied directly to the AES cryptosystem, see Figure 5; i.e. it is not necessary to use a random permutation after the $x$-or operation in the first round for each 128-bits block of plaintext. Encrypted image passes all the aforementioned tests of randomness and also the proposal. So, in this research, it is proposed to choose an image that has a $\chi^{2}$ as large as possible for each of the basic colors in order to show that the proposed method is effective for encrypt images.

In this investigation a figure with the following chi-square for the primary colors red, green and blue is used: $\chi_{r}^{2}=56,638,911.17, \chi_{g}^{2}=56,555,658.91$ and $\chi_{b}^{2}=$ $55,396,932.18$. This image is of a piece of poetry by Octavio Paz (Mexican poet, 1914-1998) [40]. See Figure 1.

## VI. Results Presentation of Encrypted Images

As noted earlier in this article, first the results of the encryption process are shown to verify that the procedure observes the tests of randomness proposals, and also, it is compared with other researches. The images that are ciphered appear in many papers of encryption figures. Such images are five, namely: Peppers, Baboon, Barbara, Lena and the proposed figure. The first four images are presented in Figure 4, and the proposal in Figure 1. The 128-bits key of the AES cryptosystem is written in a hexadecimal system, and it is as

Piedra de sol

Un sauce de cristal, un chopo de agua
un alto surtidor que al viento arquea,
un alto surtidor que al viento arquea,
un árbol bien plantado mas danzante
un caminar de río que se curva,
avanza, retrocede, da un rodeo
y llega siempre:
un caminar tranquilo
de estrella o primavera sin premura, agua que con los párpados cerrados mana toda la noche profecías unánime presencia en oleaje, ola tras ola hasta cubrirlo todo, verde soberanía $\sin$ ocaso como el deslumbramiento de las alas cuando se abren en mitad del cielo,
(a)

(b)

Fig. 2. The original (a) and cipher (b) image without variable permutation.


Fig. 3. (a) The original image, (b) the encrypted image with variable permutation and (c) deciphered image with damage.
follows:

$$
k=00112233445566778899 \text { AABBCCDDEEFF. }
$$

In fact, it can be assigned randomly.
As noted earlier, the $k$ key is associated with a positive integer, which is as follows:

$$
l=88962710306127702866241727433142015
$$

Then, multiply the number by $p i$; that is, the product $l \times p i$ which in turn is a transcendental number. To the right of the decimal point the number of bits needed to cover all the sets of constants used to encrypt the image is taken. The tests: DFT, Goodness-of-fit proposal, Entropy and Correlation coefficient of adjacent pixels in the directions horizontal, vertical and diagonal, also, a sensitivity analysis for the $k$ and $k+1$ key are applied in this section.

## A. The Discrete Fourier Transform, Entropy and the Proposed Test

It starts with DFT applied to Figures 4 and 1; later, the test for Goodness-of-fit. In both cases it is encrypted with


Fig. 4. Images: (a) Peppers, (b) Baboon, (c) Barbara and (d) Lena.
the $k$ key. It is determined if the bit strings for each of the colors; red, green and blue approve the randomness criteria for significance level $\alpha=0.01$.
The test results of the DTF are presented in Table 2 and the Goodness-of-fit test in Table 3.

Regarding the amounts $P-$ value $_{r}, P-$ value $_{g}$ and $P-$ $v^{2 l u e}{ }_{b}$ which are the threshold values for the primary colors; red, green and blue, they appear in Table 3.

Study of the Entropy, for each of the primary colors is conducted separately. As noted in this research earlier, an image is "well encrypted" if the Entropy of each basic color is closer to eight. Table 4 shows the results.

Entropy results presented in Table 4 are better than those shown in other studies [5].

## B. Sensitivity Analysis

Concerning the sensitivity, the amounts of the Correlation coefficient between figures encrypted of image (a) Figure 4 are shown, one with the $k$ key and the other with $k+1$ key. It also clarifies that the way to make this task is by means of a randomly chosen sample as follows: three thousand pairs of pixels $\left(x_{i}, y_{i}\right)$ are taken, where $x_{i}$ is a randomly chosen pixel from the encrypted image with $k$, and $y_{i}$ is the corresponding pixel in the image encrypted with $k+1$.

Correlation analysis was performed for the three primary colors; red, green and blue. The results are presented in Table 5.

## C. Correlations Between Adjacent Pixels

If an image is "well coded" it is expected that the Correlation coefficient between adjacent pixels in the directions: horizontal, vertical or diagonal, have a Correlation
close to 0 . This means that there is no linear relationship between adjacent pixels for the same three directions. The Correlations calculation takes a random 3000 pairs sample of pixels and for each basic color in all three directions the analysis is performed.

Images in Figure 4 and Figure 1 are used for this task. The results of the Correlations for the original images are shown in Table 6 and those encrypted in Table 7.

In both tables the values for each primary color are separated. Regarding the notation, the Correlation coefficient is denoted as $r$, which has two subscripts. The first one indicates the direction: $\mathrm{h}, \mathrm{v}$ or d and the second is the color: $\mathrm{r}, \mathrm{g}$ or b . For example, if the diagonal Correlation coefficient is desired for the blue color it is denoted as $r_{d, b}$.

## VII. Presentation of Results for Images with DAMAGE

This part carries out the figures analysis with damage, whereas the faults are applied in concentric rectangles; in fact they may be of any other shape, since in the first stage of the encryption process the permutation over the whole image disperses the pixels in a pseudo-random manner. Clearly, when the figure is decrypted with failure the result is less sharp than the original image. This is due to noise which is introduced in the decoded image. The type of noise that is applied in this article is the occlusion; leaving to other research the additive and multiplicative noise.
In this order, two filters are applied, namely: the first is the median with $3 \times 3$ and $5 \times 5$ masks. The second is the mean, and the objective of both is to reduce the noise; that is, make the decipher images sharper. Also, the object of this work noted above is not to compare filters, but to show that the implementation of some well-known filters can improve the sharpness.

Damage sizes used in this article are shown hereunder: $30 \%, 40 \%$ and $45 \%$. Moreover, the elimination of noise is measured in relation to decoded figures with damage, as the receiver ignores the original information. This research proposes to measure the improvement in sharpness according to the following instruments: the Correlation coefficients in three directions; horizontal, vertical, diagonal and the Entropy.
All these tests are conducted for the three primary colors. Obviously, in the case of images with different gray levels the process is similar. Table 8 shows the results of the decoded image with a fault, and corresponds to image (a) Figure 4. These results for each of the colors are written: red, green, blue and consider different damage sizes: $35 \%, 40 \%$ and $45 \%$.
The mean values are shown in Table 9. These amounts are obtained for the three gray levels of faults mentioned, and for the three basic colors. It is noted that the procedure of encryption and decryption with damage is performed with the image (a) Figure 4, regarding the results of the Correlation coefficient in the three directions: horizontal, vertical, diagonal and for the three primary colors are expressed in Tables 10 and 11 . This test applies for the two filters; that is, the median

TABLE II
The DFT test results applied to encrypt images of Figure 1 and Figure 4 with $k$ Key ( $\checkmark$ Accepted, $\chi$ Rejected).

| Test name | $\begin{gathered} \text { Significance } \\ \text { Label } \\ \alpha=0.01 \end{gathered}$ | $P$-value/Decision |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Figure 1 | Figure 4 |  |  |  |
|  |  |  | (a) | (b) | (c) | (d) |
| Spectral | Red | $0.667 / \checkmark$ | 0.308/ $\checkmark$ | $0.702 / \checkmark$ | $0.613 / \checkmark$ | $0.769 / \checkmark$ |
| DTF | Green | $0.861 / \checkmark$ | 0.023/ $\checkmark$ | 0.923/ $\checkmark$ | 0.760/ $\checkmark$ | 0.183/ $\checkmark$ |
|  | Blue | $0.504 / \checkmark$ | $0.602 / \checkmark$ | 0.970/ $\checkmark$ | $0.531 / \checkmark$ | $0.334 / \checkmark$ |

TABLE III
The Proposal test results applying to encrypt images of Figure 1 and Figure 4 with $k$ Key ( $\checkmark$ Accepted, $\chi$ Rejected).

| Test name | Significance | $P-$ value $/$ Decision |  |  |  |  |
| :--- | :---: | :--- | :--- | :--- | :--- | :--- |
|  | Label | Figure 1 | Figure 4 |  |  |  |
|  | $\alpha=0.01$ |  | (a) | (b) | (c) | (d) |
| Proposal | Red | $0.46 / \checkmark$ | $0.33 / \checkmark$ | $0.46 / \checkmark$ | $0.38 / \checkmark$ | $0.78 / \checkmark$ |
| Test | Green | $0.04 / \checkmark$ | $0.18 / \checkmark$ | $0.52 / \checkmark$ | $0.48 / \checkmark$ | $0.71 / \checkmark$ |
|  | Blue | $0.46 / \checkmark$ | $0.09 / \checkmark$ | $0.21 / \checkmark$ | $0.33 / \checkmark$ | $0.68 / \checkmark$ |

TABLE IV
Entropy of encrypted images using the $k$ Key for Figure 1 and Figure 4.

| Entropy | Figure 1 | Figure 4 |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | (a) | (b) | (c) | (d) |
| Red | 7.99934 | 7.99929 | 7.99929 | 7.99928 | 7.99934 |
| Green | 7.99925 | 7.99924 | 7.99930 | 7.99930 | 7.99931 |
| Blue | 7.99934 | 7.99921 | 7.99924 | 7.99927 | 7.99932 |

TABLE V
SEnsitivity analysis for image (a) Figure 2. using the keys $k$ KEY AND $k+1$

| Correlation | Results of Sensitivity |
| :--- | :---: |
|  | Image (a) figure 2 |
| Red | 0.0313 |
| Green | 0.0133 |
| Blue | 0.0098 |

and the average. The reasoning here is as follows: Noise reduction is significant as can be seen, when the Correlation as an instrument of measure is used. Also, in general it can be said that for bigger damage, the filters are less efficient, i.e. both measuring instruments may be inaccurate.

In this regard, the size of the fault is important because if the damage is around $80 \%$ or $90 \%$ it is very difficult with this information to recover the original image.

Figure 6 and Figure 7, where the encrypted images have $40 \%$ damage are presented. In Figure 6, the $5 \times 5$ median filter for image (a) Figure 4 is applied; and in Figure 7 the average filter for the same image.

## VIII. Discussion of the Results

The discussion of results is separated into two parts: the first deals with the aspect of image encryption, and the second addresses the problem of encrypted figures with damage.

Regarding the first point, encrypted images pass all the randomness tests proposed in this research. Images were encrypted with the $k$ key, which can be chosen at random. Furthermore, the results of Entropy are better than in other studies.

TABLE VI
The Correlation coefficient results in directions; horizontal, vertical, and diagonal for colors red, green and blue for original images Figure 1 and Figure 4.

| color | Correlation | Figure 1 | Figure 4 |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  | Coefficient |  | (a) | (b) | (c) | (d) |
| Red | Horizontal | 0.60 | 0.99 | 0.86 | 0.89 | 0.97 |
|  | Vertical | 0.73 | 0.99 | 0.77 | 0.95 | 0.98 |
|  | Diagonal | 0.50 | 0.98 | 0.73 | 0.88 | 0.96 |
|  | Horizontal | 0.63 | 0.98 | 0.90 | 0.90 | 0.97 |
|  | Vertical | 0.80 | 0.98 | 0.85 | 0.95 | 0.98 |
|  | Diagonal | 0.49 | 0.96 | 0.84 | 0.88 | 0.96 |
|  | Horizontal | 0.60 | 0.97 | 0.92 | 0.89 | 0.95 |
|  | Vertical | 0.77 | 0.97 | 0.87 | 0.96 | 0.96 |
|  | Diagonal | 0.47 | 0.96 | 0.85 | 0.88 | 0.93 |

TABLE VII
The Correlations results in directions: horizontal, vertical and diagonal For colors red, green and blue, for cipher images with $k$ of Figure 1 and Figure 4.

| color | Correlation Coefficient | Figure 1 | Figure 4 |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | (a) | (b) | (c) | (d) |
| Red | Horizontal | 0.031 | 0.033 | 0.009 | 0.004 | 0.000 |
|  | Vertical | 0.003 | 0.016 | 0.041 | 0.061 | 0.011 |
|  | Diagonal | 0.004 | 0.002 | 0.003 | 0.038 | 0.010 |
| Green | Horizontal | 0.002 | 0.004 | 0.006 | 0.016 | 0.008 |
|  | Vertical | 0.002 | 0.002 | 0.037 | 0.019 | 0.026 |
|  | Diagonal | 0.001 | 0.019 | 0.014 | 0.019 | 0.020 |
| Blue | Horizontal | 0.005 | 0.012 | 0.010 | 0.040 | 0.022 |
|  | Vertical | 0.013 | 0.008 | 0.009 | 0.005 | 0.040 |
|  | Diagonal | 0.014 | 0.008 | 0.000 | 0.003 | 0.015 |

TABLE VIII
Entropy results of image (a) Figure 4 With Several damage sizes, using median filter

| Test name | Size damage <br> Figure 4 | Entropy of deciphered <br> image with damage | Entropy with <br> median filter $3 \times 3$ | Entropy with <br> median filter $5 \times 5$ |
| :--- | :---: | :---: | :---: | :---: |
| Red color Entropy | $35 \%$ | 7.851 | 7.655 | 7.614 |
|  | $40 \%$ | 7.874 | 7.677 | 7.627 |
| Green color Entropy | $45 \%$ | 7.895 | 7.694 | 7.641 |
|  | $35 \%$ | 7.756 | 7.287 | 7.258 |
|  | $40 \%$ | 7.795 | 7.279 | 7.244 |
| Blue color Entropy | $45 \%$ | 7.829 | 7.272 | 7.228 |
|  | $35 \%$ | 7.649 | 7.185 | 7.105 |
|  | $40 \%$ | 7.703 | 7.221 | 7.113 |
|  | $45 \%$ | 7.751 | 7.261 | 7.122 |

TABLE IX
Entropy values of image (a) Figure 4 with several damage sizes, using the average filter

| Test name | Size damage <br> Figure 4 | Entropy of deciphered <br> image with damage | Entropy with <br> average filter |
| :--- | :---: | :---: | :---: |
| Red color Entropy | $35 \%$ | 7.851 | 7.551 |
|  | $40 \%$ | 7.874 | 7.499 |
| Green color Entropy | $45 \%$ | 7.895 | 7.438 |
|  | $35 \%$ | 7.756 | 7.068 |
|  | $40 \%$ | 7.795 | 7.011 |
| Blue color Entropy | $45 \%$ | 7.829 | 7.959 |
|  | $35 \%$ | 7.649 | 7.100 |
|  | $40 \%$ | 7.703 | 7.058 |
|  | $45 \%$ | 7.751 | 7.017 |

TABLE X
Entropy results of image (a) Figure 4 with Several damage sizes, using median filter

| Test name | Direction | Size damage Figure 4 | Correlation of decoded image with damage | $\begin{gathered} \text { Correlation with } \\ \text { median filter } 3 \times x 3 \end{gathered}$ | $\begin{aligned} & \text { Correlation with } \\ & \text { median filter } 5 \times 5 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Red color Correlation | Horizontal | 35\% | 0.392 | 0.957 | 0.964 |
|  |  | 40\% | 0.311 | 0.931 | 0.956 |
|  |  | 45\% | 0.284 | 0.922 | 0.941 |
|  | Vertical | 35\% | 0.374 | 0.961 | 0.955 |
|  |  | 40\% | 0.339 | 0.927 | 0.954 |
|  |  | 45\% | 0.258 | 0.913 | 0.946 |
|  | Diagonal | 35\% | 0.380 | 0.938 | 0.934 |
|  |  | 40\% | 0.321 | 0.926 | 0.931 |
|  |  | 45\% | 0.253 | 0.896 | 0.913 |
| Green color Correlation | Horizontal | 35\% | 0.217 | 0.938 | 0.906 |
|  |  | 40\% | 0.190 | 0.904 | 0.894 |
|  |  | 45\% | 0.155 | 0.888 | 0.885 |
|  | Vertical | 35\% | 0.255 | 0.947 | 0.878 |
|  |  | 40\% | 0.227 | 0.929 | 0.871 |
|  |  | 45\% | 0.191 | 0.910 | 0.882 |
|  | Diagonal | 35\% | 0.237 | 0.919 | 0.830 |
|  |  | 40\% | 0.207 | 0.880 | 0.819 |
|  |  | 45\% | 0.163 | 0.871 | 0.812 |
| Blue color Correlation | Horizontal | 35\% | 0.162 | 0.877 | 0.939 |
|  |  | 40\% | 0.141 | 0.842 | 0.892 |
|  |  | 45\% | 0.128 | 0.786 | 0.909 |
|  | Vertical | 35\% | 0.185 | 0.892 | 0.910 |
|  |  | 40\% | 0.152 | 0.847 | 0.905 |
|  |  | 45\% | 0.107 | 0.824 | 0.874 |
|  | Diagonal | 35\% | 0.148 | 0.860 | 0.853 |
|  |  | 40\% | 0.113 | 0.796 | 0.848 |
|  |  | 45\% | 0.120 | 0.722 | 0.825 |

TABLE XI
Correlation values of image (a) Figure 4 with several damage sizes, with average filter

| Test name | Direction | Size damage <br> Figure 4 | Correlation of decoded image with damage | Correlation with average filter |
| :---: | :---: | :---: | :---: | :---: |
| Red color Correlation | Horizontal | 35\% | 0.392 | 0.957 |
|  |  | 40\% | 0.311 | 0.918 |
|  |  | 45\% | 0.284 | 0.900 |
|  | Vertical | 35\% | 0.374 | 0.921 |
|  |  | 40\% | 0.339 | 0.911 |
|  |  | 45\% | 0.258 | 0.893 |
|  | Diagonal | 35\% | 0.380 | 0.897 |
|  |  | 40\% | 0.321 | 0.884 |
|  |  | 45\% | 0.253 | 0.852 |
| Green color Correlation | Horizontal | 35\% | 0.217 | 0.929 |
|  |  | 40\% | 0.190 | 0.841 |
|  |  | 45\% | 0.155 | 0.816 |
|  | Vertical | 35\% | 0.255 | 0.875 |
|  |  | 40\% | 0.227 | 0.866 |
|  |  | 45\% | 0.191 | 0.846 |
|  | Diagonal | 35\% | 0.237 | 0.820 |
|  |  | 40\% | 0.207 | 0.722 |
|  |  | 45\% | 0.163 | 0.753 |
| Blue color Correlation | Horizontal | 35\% | 0.162 | 0.845 |
|  |  | 40\% | 0.141 | 0.807 |
|  |  | 45\% | 0.128 | 0.787 |
|  | Vertical | 35\% | 0.185 | 0.831 |
|  |  | 40\% | 0.152 | 0.816 |
|  |  | 45\% | 0.107 | 0.782 |
|  | Diagonal | 35\% | 0.148 | 0.772 |
|  |  | 40\% | 0.113 | 0.749 |
|  |  | 45\% | 0.120 | 0.687 |



Fig. 6. (a) Ciphered Figure 5 with $40 \%$ of damage, (b) deciphered image(a) and (c) median $5 \times 5$ filter applied to (b).


Fig. 7. Image (b) Figure 6 deciphered with $40 \%$ damage and average filter applied
results were better than others. Two popular filters were used to improve the deciphered figures with faults. The measuring instruments to determine the degree of improvement in the decoded images show that there is a reduction in noise, i.e. the Entropy amount was reduced and the Correlations coefficient value increased. Finally, the software was developed in C ++ and the time encryption of figures proposed in this research was around 85 milliseconds, and an Intel Core i7 processor was used.
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