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Abstract—Soft cardinality is a generalization of the classic set
cardinality (i.e., the number of elements in a set), which exploits
similarities between elements to provide a “soft” counting of the
number of elements in a collection. This model is so general
that can be used interchangeability as cardinality function in
resemblance coefficients such as Jaccard’s, Dice’s, cosine and
others. Beyond that, cardinality-based features can be extracted
from pairs of objects being compared to learn adaptive similarity
functions from training data. This approach can be used for
comparing any object that can be represented as a set or bag.
We and other international teams used soft cardinality to address
a series of natural language processing (NLP) tasks in the recent
SemEval (semantic evaluation) competitions from 2012 to 2014.
The systems based on soft cardinality have always been among
the best systems in all the tasks in which they participated. This
paper describes our experience in that journey by presenting the
generalities of the model and some practical techniques for using
soft cardinality for NLP problems.

Index Terms—Similarity measure, soft computing, set
cardinality, semantics, natural language processing.

I. INTRODUCTION

THE SemEval1 (Semantic Evaluation) competition is a
series of academic workshops which aims to bring

together the scientific community in the field of natural
language processing (NLP) around tasks involving automatic
analysis of texts. Each year, a set of challenges is
proposed dealing with different aspects of the area of
computational semantics attracting the attention of research
groups of institutions worldwide. Each challenge follows
a peer reviewing screening process ensuring the relevance,
correctness, quality, and fairness of each competition. Task
organizers pose an interesting challenge by providing a
new dataset and a methodology for evaluating systems that
address that challenge. For instance, organizers of the semantic
textual similarity task (STS) provide several training datasets
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containing pairs of short texts labeled with a gold standard
built using human annotators. Next, participating teams build
systems that predict annotations in unseen test data, and
organizers evaluate the performance of each system. Finally,
organizers and participants describe their experiences and used
approaches in peer-reviewed articles, which become de facto
state of the art methods.

The authors, researchers from the Universidad Nacional de
Colombia and the Centro de Investigación en Computación
of the IPN in Mexico, collaborated to participate in several
SemEval tasks since 2012. The core component of our
participating systems is soft cardinality [1], a recently
proposed approach to make the classic cardinality of set
theory sensitive to the similarities and differences between
the elements in a collection. This approach is particularly
appropriate for addressing NLP problems because it allows
finding commonalities between texts that do not share words
but have words that are similar in some degree. Somehow
surprisingly, systems build with this simple approach obtained
impressive results in several SemEval challenges defeating
considerably more complex and costly approaches. In addition,
our team was the one with the highest number of participations
from 2012 to 2014 also using the same core approach for
addressing all tasks and always obtaining very satisfactory
results.

This paper describes our experience in that journey by
reviewing our participations in SemEval. Section II presents
a brief description of soft cardinality, some parameterized
resemblance coefficients, and the method for extracting
cardinality-based feature representations. Section III presents
some of the techniques and resources used for addressing NLP
tasks using soft cardinality. Section IV reviews the systems and
particular tasks addressed in SemEval, and a summary of the
obtained results is presented. Finally in Section V we provide
some concluding remarks.

II. SOFT CARDINALITY APPROACH

The cardinality of a collection of elements is the counting of
non-repeated elements within. This definition is intrinsically
associated with the notion of set, which is a collection of
non-repeating elements. The notation of the cardinality of
a collection or set A is |A|. Jimenez et al. [1] proposed
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soft cardinality, which uses a notion of similarity between
elements for grouping not only identical elements but
similar too. That notion of similarity between elements
is provided by a similarity function that compares two
elements ai and aj returning a score in [0,1] interval having
sim(x, x) = 1. Although, it is not necessary that sim
fulfills another mathematical property aside identity, symmetry
is also desirable. Thus, the soft cardinality of a collection
A, whose elements a1, a2, . . . , a|A| are comparable with a
similarity function sim(ai, aj), is denoted as |A|sim. This soft
cardinality is given by the following expression:

|A|sim =

|A|∑
i=1

wai∑|A|
j=1 sim(ai, aj)p

(1)

It is trivial to see that |A| = |A|sim if either p→∞ or when
the function sim is a crisp comparator, i.e., one that returns
1 for identical elements and 0 otherwise. This property shows
that soft cardinality generalizes classic cardinality and that the
parameter p controls its degree of “softness”, the default value
is p = 1. The values wai are optional “importance” weights
associated with each element ai, by default those weights can
be assigned to 1.

A. Inferring intersection cardinality

The soft cardinality of the intersection of two collections
cannot be calculated directly from A ∩ B because the
intersection operator is inherently crisp. This means that,
if there are no common elements between A and B, their
intersection is empty, and so its soft cardinality is 0. The
following definition allows inferring the soft cardinality of the
intersection through soft cardinalities of each collection and
their union.

Let A and B be two collections, the soft cardinality of their
intersection is |A ∩ B|sim = |A|sim + |B|sim − |A ∪ B|sim.
In this case, the operator ∪ means bag union, which takes the
maximum number of occurrences of the elements in each bag.
Example: {1, 1, 2, 3} ∪ {1, 2, 2} = {1, 1, 2, 2, 3} [2].

This infers non-empty intersections for pairs of collections
that have not common elements, but have similar elements.
Once |A∪B|sim, |A∩B|sim, |A|sim and |B|sim are known,
it is possible to obtain all other areas in the Venn’s diagram
of two sets, i.e., |A4B|sim = |A∪B|sim−|A∩B|sim, |A \
B|sim = |A|sim−|A∩B|sim and |B \A|sim = |B|sim−|A∩
B|sim. These are the building blocks of almost any cardinality-
based resemblance coefficient.

B. Cardinality-based resemblance coefficients

Since more than a century when Jaccard [3] proposed his
well-known index, the classic set cardinality has been used
to build similarity functions for set comparison. Basically,
any cardinality-based similarity function is an algebraic
combination of |A|, |B| and either |A ∩ B| or |A ∪ B|
(e.g. Jaccard, Dice [4], Tversky [5], overlap and cosine [6]

TABLE I
NAMED RESEMBLANCE COEFFICIENTS

Resemblance coefficient SIM(A,B) =

Jaccard [3] |A∩B|
|A∪B|

Dice or Sørensen [4] |A∩B|
0.5(|A|+|B|)

Overlap |A∩B|
min(|A|,|B|)

Cosine or Ochiai [6] |A∩B|√
|A|·|B|

Hamming 1
1+|A4B|

coefficients). Table I shows some of the most used resemblance
coefficients.

The simplest way to build similarity functions with soft
cardinality is to replace the classic cardinality | ∗ | by soft
cardinality | ∗ |sim. These coefficients have mathematical
properties (e.g. transitivity, metric properties) that make of
them a good option for many applications. When cosine
coefficient is used in combination with soft cardinality, the
resulting approach is conceptually similar to the soft cosine
measure proposed by Sidorov et al. [7].

C. Parameterized resemblance coefficients

Some resemblance coefficients contain in its formulation
parameters that allow adaptation to particular tasks. One of
them is the Tversky’s index [5], which was proposed as a
cognitive model of similarity:

SIM(A,B) =
|A ∩B|

α|A \B|+ β|B \A|+ |A ∩B|
;

α, β ≥ 0

There, parameters α and β control the balance of the
differences between A and B. In Tversky’s model, one of
the sets being compared is the referent and the other is the
variant, making this similarity measure asymmetric when α 6=
β. This asymmetry makes of Tversky’s model an inclusion
measure rather than a similarity measure. Nevertheless, in
its original form it is still useful in text applications where
the texts being compared have an ordinal relation, e.g.
question-answer in question answering, query-document in
information retrieval, text-hypothesis in textual entailment,
text-summary in summarization, and others. In applications
such as textual similarity or paraphrase detection, symmetry
plays an important role. Jimenez et al. [8] proposed a
symmetrization of Tversky’s index in the following way:

SIM(A,B) =
c

β(αa+ (1− α)b) + c
(2)

|c| = |A ∩B|+ bias,

a = min[|A \B|, |B \A|],
b = max[|A \B|, |B \A|].

This formulation also re-arranges parameters α and β in a
way that α controls the balance between the differences of
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TABLE II
THE BASIC AND DERIVED FEATURE SETS FOR THE COMPARISON TWO COLLECTIONS OF WORDS.

Basic Derived set 1 Derived set 2
|A| |A ∩B| = |A|+ |B| − |A ∪B| max(|A|, |B|)
|B| |A4B| = |A ∪B| − |A ∩B| min(|A|, |B|)
|A ∪B| |A \B| = |A| − |A ∩B| max(|A \B|, |B \A|)

|B \A| = |B| − |A ∩B| min(|A \B|, |B \A|)

A and B, and β controls the importance in the denominator
between differences and commonalities between A and B. The
additional parameter bias allows removing an implicit degree
of similarity between A and B, so usually bias ≤ 0. This
parameter can also be associated with the average or minimum
intersections in a dataset. This coefficient generalizes Jaccard
(α = β = 1; bias = 0), Dice (α = β = 0.5; bias = 0),
overlap (α = 1;β = 0; bias = 0) and Hamming (α = 1;β =
1; bias = 1− |A ∩B|).

Another generalization can be made by the observation that
Dice and cosine coefficients are the ratio of |A ∩ B| and the
arithmetic and geometric means, respectively. Therefore, the
denominator can be replaced the expression of the generalized
mean between |A| and |B|:

SIMp(A,B) =
|A ∩B|

0.5(|A|p + |B|p)1/p
(3)

Different values of the parameter p produce different known
coefficients, i.e., Dice (p = 1), cosine (p → 0) and overlap
(p→∞). Other interesting values of p correspond to known
means: p = −1 is the harmonic mean, p = 2 is the quadratic
mean and p→ −∞ is the minimum.

De-Baets and De-Meyer [9] proposed another hexaparamet-
ric generalized resemblance coefficient (a and b as in Eq. 2:

SIM(A,B) =
αa+ βb+ δ|A ∩B|
α′a+ β′b+ δ′|A ∩B|

The values selected for parameters in resemblance
coefficients are usually obtained by optimizing some criterion
using training data. For example, in a dataset that consist
of triples (A,B, gAB) where gAB is a gold standard of
similarity (e.g. agreement of human judgments), the optimal
set of parameters can be obtained by maximizing the
correlation (Pearson or Spearman) between SIM(A,B) and
gAB or by minimizing the mean-absolute error (MAE) or
root-mean-squared error (RMSE).

D. Cardinality-based features for machine learning models

The parameterized resemblance coefficients allow the
exploration and adaptation of a relatively large set of similarity
functions to a particular problem. However, the space of
possible formulations of similarity functions is huge. Which
is the most appropriate similarity function for a particular
problem is a question that can be addressed by adjusting
parameters in these coefficients, but this strategy is nothing
more than an arbitrary bias in the search. In this case,
“a problem” means a dataset that needs to be modeling

or explained by the similarity function. An exhaustive
exploration of candidate similarity function is out of question
given the large number of possible formulations. Genetic
programming [10] can be used for this, but still the considered
functions might be unable to model local non-linearities in
some datasets. Using machine learning methods may be an
appropriate option to address these issues.

Most machine learning algorithms builds models using a
fixed features set (i.e., a vector) to represent each sample
(e.g. linear regression, support vector machines, naïve Bayes,
decision trees, K-means, etc.) Training data is a set of
samples wherein each sample is associated with a target
variable, a similarity score in our scenario. These labeled
samples are used to construct a black box model, which
is able, to some extent, to predict the target variable, and
it is also able of producing predictions for unlabeled data.
There is a variety of methods for obtaining these black box
models including approaches whether geometric, probabilistic,
algorithmic, information theoretical, among many others. This
approach allows learning a similarity function adapted to the
problem at hand efficiently and generally with a good level of
generalization.

The proposed approach consists in extracting a fixed set of
features from each pair of sample objects A and B, building a
training dataset using these features, and labeling each sample
with a gold-standard of similarity. Next, this training dataset is
used to learn a machine learning model for the target variable.
Finally, the learned model is used to provide similarity scores
for other pairs of objects by extracting from them the same
features set.

The proposed features for each pair of objects are based
on cardinality, using either classical or soft cardinality. Thus,
for a pair of objects (A,B) represented as sets (or bags),
the basic set of cardinality-based features consist of |A|, |B|
and |A ∪B|. All other possible cardinality-based features are
mathematical combinations thereof these three features. The
following obvious features are the other areas in the Venn’s
diagram of two sets, i.e., |A∩B|, |A4B|, |A\B| and |B\A|,
Table II shows the basic and derived set of features described.
An additional set of features aimed to enable machine learning
algorithms to identify symmetrical patterns in the objects
being compared is built using min() and max() functions,
see “Derived set 2” in Table II.

Although, many machine learning methods requires or
includes previous pre-processing steps of normalization or
standardization of the features. Therefore, it makes sense to
produce some features whose values are limited in a range.
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TABLE III
SET OF TEN EXTENDED RATIONAL FEATURES.

Feature expression Feature expression
#1 |A|/|A∪B| #6 |B|−|A∩B|/|B|
#2 |A|−|A∩B|/|A| #7 |B|−|A∩B|/|A∪B|
#3 |A|−|A∩B|/|A∪B| #8 |A∩B|/|B|
#4 |A∩B|/|A| #9 |A∩B|/|A∪B|
#5 |B|/|A∪B| #10 |A∪B|−|A∩B|/|A∪B|

Table III shows an extended set of features limited to [0,1]
interval. These features are aimed to allow machine learning
algorithms for learning patterns from the relative proportions
of cardinality magnitudes. In the context of text applications,
these rational features allow identifying patterns that are
independent of the length of texts.

E. Exploring larger sets of features
Feature sets presented in the previous section have shown

effective to address many natural language processing chal-
lenges at SemEval competitions. Despite their effectiveness,
they seem to be arbitrary. For example, features shown in
Table III are rational combinations of some of the features
in Table II. Why only select these ten combinations? In fact,
if the Table II contains 11 features and number 1 is added to
this set, then the number of possible combinations of rational
features is 12× 11 = 131. With this new set of 131 features,
the ten features in Table III seems to be arbitrary indeed.
The reason for including number 1 in the basic feature set
is thereby allowing the basic features and their inverses be
included in the combined feature set, e.g. |A4B| and 1/|A4B|.
Note that Jaccard index (i.e., |A∩B|/|A∪B|) is also included in
this combined set. Let us call the basic set of features F ,
formally:

F (A,B) =

{1, |A|, |B|, |A ∪B|, |A ∩B|, |A4B|,
|A \B|, |B \A|,min(|A|, |B|),max(|A|, |B|),
min(|A \B|, ||B \A|),max(|A \B|, ||B \A|)}

Before providing a formal definition of the combined set
of features, an additional set of basic features from different
means (averages) must be considered as well. These additional
features allow include Dice, cosine, and other coefficients as
features too. For that, the expression of the generalized mean
(see denominator at Eq. 3) can be used considering only a
representative subset of the possible values for parameter p:

P = {−50,−20,−10,−4,−3,−2,−1,
0.0001, 1, 2, 3, 4, 10, 20, 50}

Now, the basic feature set F can be extended to F ′ by
including all the generalized means restricted by P , between
|A| and |B|, and between |A \B| and |B \A|, formally:

F ′(A,B) = F (A,B) ∪
{0.5(|A|p + |B|p)1/p |∀p ∈ P } ∪
{0.5(|A \B|p + |B \A|p)1/p |∀p ∈ P }

Now, the number of features in F ′(A,B) is |F (A,B)| +
2|P | = 42 features. The combined set of features can be
defined as:

C(A,B) =

{
f1
f2
|(f1, f2) ∈ F ′(A,B)× F ′(A,B) ∧ f1 6= f2

}
This combination produce 42 × 41 = 1, 722 features

in C(A,B). This is a very large number of features for
comparing only two set. Clearly, only subsets of this set of
features are useful for particular applications. Even different
datasets for a same task could require different representations.
The idea is to make a selection of features (see [11] for
an introductory tutorial) before using any machine learning
regressor or classifier for a particular task. This allows to
learn an adequate representation for the task prior to learn
and adequate black-box (or even an interpretable) model for
addressing the task. The optimal feature set for a particular
task is very difficult to find because it would require
considering 21,772 possible subsets. Generally, using known
methods only a near-optimal subset can be found, whose size
is usually not too small nor too large. Jimenez et al. [12]
observed that as a general rule the number of near-optimal
features is between 10% and 20% of the number of available
training samples. However, the larger the number of possible
features explored, the higher the chances of finding smaller
feature subsets. For example, Dueñas et al. [13] considering a
similar feature set but also including logarithmic functions,
found that the most correlated feature to the difficulty of
a short-answer question was |A\B|

log(0.5
√

|A|2+|B|2)
, where A

corresponds to the text of the reference answer and B to the
question.

Although, we did not use these cardinality-based feature
representation learned from training data in SemEval
competitions, in subsequent studies showed this approach
effective for lexical similarity task and in the analysis of
questions for student evaluation. Therefore, we believe this
approach may also be useful for other applications of NLP.

III. USING SOFT CARDINALITY FOR NLP

A. Textual similarity

The way to build a text similarity function is i) to select
a linguistic unit to be compared (e.g. sentences), ii) to use a
representation of the texts based in bags (e.g. bags of words,
n-grams, dependencies, etc.), iii) to choose a cardinality based
similarity coefficient (e.g. Jaccard’s, Tversky’s, De Beat’s
coefficients), and iv) to provide a pairwise similarity function
SIMword for comparing the elements produced by the used
text representation (e.g. normalized Levenshtein similarity,
nPMI [14], normalized path length in WordNet [15], etc.).
The simplest example of such similarity function for sentence
pairs is:

SIMsentence(A,B) =
|A ∩B|SIMword

|A ∪B|SIMword

. (4)
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The only parameter to be adjusted in Eq. 4 is p, the softness
controller parameter. Jimenez et al. [16] showed that the
default p = 1 works well for short sentences in English.
However, a suitable value for p depends primarily on the
range and distribution of the values returned by SIMword,
on the length of the texts, and on the task at hand. Clearly,
any resemblance coefficient presented in Section II-B and
Section II-C can be used.

It is important to note that Eq. 4 is recursive, similar to
the popular Monge-Elkan measure [17], [18]. That is, the
similarity function SIMsentence is obtained from another
similarity function, SIMword. This idea can be recursively
used to build a similarity function SIMparagraph based on
SIMsentence, and so on. Thus, it is possible to build similarity
functions exploiting the hierarchical structure of the text and
natural language.

B. Term weights

Term weighting is a common practice in NLP to promote
informative words and ignore non-informative words. For
instance, the so-called stopwords are function words that can
be removed of texts preserving their meaning to some extent,
examples of these stopwords are the, of, for, etc. Removing
stopwords may be interpreted as a binary weighting for the
words in a text, i.e., assigning 1 for non-stopwords and 0
otherwise. However, a graded notion of informativeness has
proven more effective than the binary approach. Probably
the most used term-weighting schemes are tf.idf [19] and
BM25 [20].

The soft cardinality allows the use of term weights at wai
in

Eq. 1. It is important to note, that elements with zero weights
(or close to 0) should be removed from texts because, although
their contribution is 0, their similarities still interacts with the
other elements affecting soft cardinality. This issue reveals
the fact that most of the properties of the soft cardinality
get overwritten because of term weighting. However, that
weighted approach still preserves the original motivations of
soft cardinality and extends its modeling capability [21].

C. Features for text comparison

In Section II-D we presented a method for extracting
basic sets of cardinality-based features from a pair of texts
represented as sets or bags of words. When the soft cardinality
is being used in short texts, its word-to-word similarity
function SIMword plays a central role in the meaning of the
extracted features. For instance, if the SIMword compares
words morphologically, then features extracted using | ∗
|SIMword

reflect morphological features in texts. Additionally,
other types of features can be extracted by modifying the set
representation of text. For instance, a text A can be enriched
with words taken from the dictionary definitions of the words
already in A. These and others methods for feature extraction
are presented in the following sections.

1) Morphological features: For extracting morphological
features of texts it is only necessary to provide a
SIMword(w1, w2) function based on the characters of the
words. Some options are edit distance [22] (converted to a
similarity function) or Jaro-Winkler similarity [23] (see [24]
for a survey). Our choice was to use the Tversky symmetrized
index (Eq. 2) by representing each word by 3-grams of
characters, e.g. house is represented as {hou, ous, use}.
The values of the parameters of the Tversky symmetrized
index were obtained by building a simple text similarity
function SIMsentence(A,B) using Dice’s coefficient and soft
cardinality using that function as auxiliary similarity function,
i.e., | ∗ |SIMword

by Eq. 1. Then the space of parameters were
explored by hill-climbing optimizing the Pearson’s correlation
between the similarity score obtained SIMsentence and the
gold standard of the SICK dataset [25]. The optimal values
of the parameters were α = 1.9, β = 2.36, bias = −0.97. In
fact, the size of n-grams, n = 3, was also optimal for that
function. The softness-control parameter of soft cardinality
was optimized too, obtaining p = 0.39, but it is irrelevant
for SIMword. Thus, the proposed similarity function for
comparing words is:

SIMword(w1, w2) =

|w1 ∩ w2| − 0.97

2.36(1.9a− 0.9b) + |w1 ∩ w2| − 0.97
(5)

a = min[|w1 \ w2|, |w2 \ w1|]
b = max[|w1 \ w2|, |w2 \ w1|]

Finally, having soft cardinality | ∗ |SIMword
for each pair

of texts A and B the features described in Section II-D or
Section II-E can be obtained straightforwardly.

2) Semantic features: The proposed SIMword(w1, w2)
function in previous section only exploits the superficial
information of the words, therefore the extracted features
using soft cardinality | ∗ |SIMword

convey the same kind of
information but at textual level. The obvious next step is to
use a function of similarity of words that exploits semantic
relationships between the words instead of comparing letters.
In that way, the soft cardinality-based features would convey
semantic information. There are several choices for that. First,
knowledge-based lexical measures based on WordNet can
do the job (see background section in [26].) Alternatively,
distributional representations that make use of frequencies
of the words taken from large corpora (see [27] for
some examples) can be used for semantic lexical similarity.
Recently, neural word embedding [28], [29] has become the
state-of-the-art for semantic lexical similarity. The approach
consists in building a predictive model for each word in
the vocabulary of a large corpus based in local contexts.
For this, each vocabulary word is represented as a fixed
dimensional vector (usually from 100 to 300 dimensions).
These representations are those that maximize the probability
of generating the entire corpus. Although, the process of
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obtaining these representations is computationally expensive,
pre-trained vectors are freely-available for use.2 To obtain
similarity scores with this approach, the cosine similarity
between their vectorial representations is used.

3) ESA Features: For this set of features, we used the idea
proposed by Gabrilovich and Markovitch [30] of extending
the representation of a text by representing each word by its
textual definition in a knowledge base, i.e., explicit semantic
analysis (ESA). For that, we used as knowledge base the
synset’s textual definitions provided by WordNet. First, in
order to determine the textual definition associated to each
word, the texts were tagged using the maximum entropy POS
tagger included in the NLTK.3 Next, the Adapted Lesk’s
algorithm [31] for word sense disambiguation was applied in
the texts disambiguating one word at the time. The software
package used for this disambiguation process was pywsd.4 The
argument parameters needed for the disambiguation of each
word are the POS tag of the target word and the entire sentence
as context. Once all the words are disambiguated with their
corresponding WordNet synsets, each word is replaced by all
the words in their textual definition jointly with the same word
and its lemma. The final result of this stage is that each text in
the dataset is replaced by a longer text including the original
text and some related words. The motivation of this procedure
is that the extended versions of each pair of texts have more
chance of sharing common words that the original texts.

Once the extended versions of the texts were available, the
same features described in Section III-C1 or Section III-C2
can be obtained.

4) Features for each part-of-speech category: This set of
features is motivated by the idea proposed by Corley and
Mihalcea [32] of grouping words by their POS category before
being compared for semantic textual similarity. Our approach
provides a version of each text pair in the dataset for each POS
category including only the words belonging to that category.
For instance, the pair of texts {“A beautiful girl is playing
tennis”, “A nice and handsome boy is playing football”}
produces new pairs such as: {“beautiful”, “nice handsome”}
for the ADJ tag, {“girl tennis”, “boy football”} for NOUN
and {“is playing”, “is playing”} for VERB.

Again, the POS tags were provided by the NLTK’s
maximum entropy tagger. The 28 POS categories were
simplified to nine categories in order to avoid an excessive
number of features and hence sparseness; used mapping is
shown in Table IV. Next, for each one of the nine new
POS categories a set of features is extracted reusing again
the method proposed in section II-D. The only difference
consideration is the stopwords should not be removed and
stemming should not be performed. The motivation for
generating this feature sets grouped by POS category is that
the machine learning algorithms could weight differently each
category. The intuition behind this is that it is reasonable

2http://code.google.com/p/word2vec/; http://nlp.stanford.edu/projects/glove/
3http://www.nltk.org/
4https://github.com/alvations/pywsd

TABLE IV
MAPPING REDUCTION OF THE POS TAG SET

Reduced tag set NLTK’s POS tag set
ADJ JJ,JJR,JJS

NOUN NN,NNP,NNPS,NNS
ADV RB,RBR,RBS,WRB

VERB VB,VBD,VBG,VBN,VBP,VBZ
PRO WP,WP$,PRP,PRP$
PREP RP,IN
DET PDT,DT,WDT
EX EX
CC CC

that categories such as VERB and NOUN could play a more
important role for the task at hand than others such as ADV or
PREP. Using these categorized features, such discrimination
among POS categories can be discovered from the training
data.

5) Features from dependencies: Syntactic soft cardinal-
ity [33], [34] extends the soft cardinality approach by
representing texts as bags of dependencies instead of bags
of words. Each dependency is a 3-tuple composed of two
syntactically related words and the type of their relationship.
For instance, the sentence “The boy plays football” is
be represented with 3 dependencies: [det,“boy”,“The”],
[subj,“plays”,“boy”] and [obj,“plays”,“football”]. Clearly, this
representation distinguishes pairs of texts such as {“The
dog bites a boy”,“The boy bites a dog”}, which are
indistinguishable when they are represented as bags of words.
This representation can be obtained automatically using
the Stanford Parser [35], which, in addition, provides a
dependency identifying the root word in a sentence.

Once the texts are represented as bags of dependencies,
it is necessary to provide a similarity function between
two dependency tuples in order to use soft cardinality, and
hence to obtain the cardinality-based features in Table II.
Such function can be obtained using the SIMword function
(Eq. 5) for comparing the first and second words between the
dependencies and even the labels of the dependency types.
Let’s consider two dependencies tuples d = [ddep, dw1

, dw2
]

and p = [pdep, pw1 , pw2 ] where ddep and pdep are the labels
of the dependency type; dw1 and pw1 are the first words
on each dependency tuple; and dw2

and pw2
are the second

words. The similarity function for comparing two dependency
tuples can be a linear combination of the sim scores between
the corresponding elements of the dependency tuples by the
following expression:

simdep(d, p) = γ sim(ddep, pdep) +

δ sim(dw1
, pw2

) +

λ sim(dw2
, pw2

).

Although, it is unusual to compare the dependencies’ type
labels ddep and pdep with a similarity function designed for
words, we observed experimentally that this approach yield
better overall performance in the textual relatedness task in
comparison with a simple exact comparison. The optimal
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values for the parameters γ = −3, δ = 10 and λ = 3 were
determined with the same methodology used in Section II-C
for determining α, β and bias. Clearly, the fact that δ > λ
means that the first words in the dependency tuples plays a
more important role than the second ones. However, the fact
that γ < 0 is counter intuitive because it means that the
lower the similarity between the dependency type labels is,
the larger the similarity between the two dependencies. Up to
date, we have been unable to find a plausible explanation for
this phenomenon.

IV. SOFT CARDINALITY AT SEMEVAL

The soft cardinality approach has been used by several
teams for participating in several tasks in the recent SemEval
campaigns (2012 to 2014). In SemEval, the task organizers
propose a NLP task, provide datasets, and an evaluation
setup that is carried out by them. This methodology ensures
a fair comparison of the performance of the methods used
by competitors. The participating systems that incorporated
soft cardinality among their used methods have obtained very
satisfactory results, obtaining in most of the cases rankings
among the top systems. In this section, a brief overview of
these participations is presented.

A. Semantic textual similarity

The task of automatically comparing the similarity or
relatedness between pairs of texts is fundamental in NLP,
which attracted the attention of many researchers in the last
decade [36], [32]. This task consists in building a system
able to compare pairs of texts, using (or not) training data
and return graded predictions of similarity or relatedness. The
system performance is evaluated by correlating its predictions
against a gold standard built using human judgments in a
graded scale. Table V contains a summary of the results
obtained by the systems that used soft cardinality.

In 2012, soft cardinality was used for the first time [16] in
the pilot of the Semantic Textual Similarity (STS) task [37].
The approach consisted in building a cardinality-based
similarity function SIMsentence combining soft cardinality
with a coefficient similar to Tversky’s (see Subsection III-A.)
The function SIMword used for comparing pairs of words
was based on n-grams of characters combined with the same
rational coefficient used at sentence level (see Eq. 5.) The
parameters p, n and those of both coefficients were obtained
by looking for an optimal combination in the provided training
data. Finally, tf-idf weights were associated with the words
(weights wai

in Eq. 1.) This simple approach obtained an
unexpected third place in the official ranking among 89
participating systems. Besides, as Table V shows, this system
was pretty close to the top system, which used considerably
more resources [37]. Besides, comparing the rankings obtained
for individual datasets and the overall ranking (3rd), it can
be seen that the soft cardinality system was more consistent
across different data sets than most of the other systems.

In 2013, the STS task was proposed again but with increased
difficulty because no additional data was provided for training.
Our 2012 approach was extended by building an additional
similarity function for sentences using nPMI [14] as the
comparator of words. Moreover, the predictions were obtained
training a regression SVM with the features described in
Subsection II-D. This system ranked 19th among 89 systems.
However, in addition to the official results, we discovered that
the same 2012 function averaged with the new nPMI function
correlated much better (4th) [8].

In addition, in 2013, a pilot for the Typed Similarity task
was proposed. It consisted in comparing pairs of text records
associated with objects from the Europeana5 database. Croce
et al. [34] built a system based on the previously proposed
syntactic soft cardinality [33]. This consists in representing
texts as sets of triples (word1, word2, relation) extracted from
dependency graphs, and combine them using soft cardinality
with a similarity function for those triplets. This system ranked
first among 15 participants.

In 2014, the task 10 at SemEval was the third STS
version [38], which included additional datasets in Spanish.
Lynum et al. [39] proposed a system for the data sets in
English using features (among others) extracted with soft
cardinality ranking first in 4 out of 6 data sets among 37
participating systems. Similarly, Jimenez et al. [40] proposed a
system based on the soft cardinality for the Spanish data sets,
ranking first in one of the data sets and third overall among
22 systems. This system also participated in tasks 1 [25]
and 3 [41], which addressed text relatedness and similarity
between different lexical levels (e.g. paragraph to sentence)
respectively. In these tasks, the systems based on the soft
cardinality ranked 4th out of 17, and 3rd out of 38 systems.
The used features were a combination of the feature sets
presented in Sections III-C1, III-C2, III-C3, III-C3, III-C4,
and III-C5.

These results show that soft cardinality is a very competitive
tool for building text similarity functions with relatively few
resources, namely: a similarity function for comparing pairs
of words, soft cardinality, and a cardinality-based coefficient
or a regression method to learn this coefficient.

B. Textual Entailment

Textual entailment (TE) is the task that consists in
determining whether or not a text entails another one. It
was proposed under the name cross-lingual textual entailment
(CLTE) [42], [43] in SemEval with the additional difficulty
of having the two texts in different languages. The results
obtained by the systems based on the soft cardinality that
participated in this task in 2012 and 2013 are shown in
Table VI. The approach consisted in providing two versions of
the pair of texts, each one in a single language, using machine
translations from Google translate.6 Once in a single language,

5http://www.europeana.eu/
6https://translate.google.com
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TABLE V
BEST RESULTS OBTAINED BY SYSTEMS THAT USED SOFT CARDINALITY

AT SEMEVAL 2012–2014 FOR TEXTUAL SIMILARITY AND RELATEDNESS (PEARSON CORRELATION)

Year Task Dataset Rank Soft Card.† Top Sys.‡ Ref.

2012 STS

MSRpar 7th/89 0.6405 0.7343

[16]

MSRvid 9th/89 0.8562 0.8803
SMT-eur 9th/89 0.5152 0.5666
OnWN 3rd/89 0.7109 0.7273

SMT-news 11th/89 0.4833 0.6085
All (w. mean) 3rd/89 0.6708 0.6773

2013 STS

Headlines 30th/90 0.6713 0.7838

[8]

OnWN 7th/90 0.7412 0.8431
FNWM 22th/90 0.3838 0.5818

SMT 54th/90 0.3035 0.4035
All (w. mean) 19th/90 0.5402 0.6181
All (unofficial) 4th/90 0.5747 0.6181

Typed sim. Europeana 1st/15 0.7620 0.7620 [34]

2014

Task 1-STS SICK 4th/17 0.8043 0.8280

[40]Task 3

Para2Sent 1st/38 0.8370 0.837
Sent2Phr 6th/38 0.7390 0.7770
Phr2Word 3rd/22 0.2740 0.4150

Word2Sense 5th/20 0.2560 0.3890
All (w. mean) 3rd/38 0.5260 0.5810

Task 10 (en)

deft-forum 1st/38 0.5305 0.5305

[39]

deft-news 2nd/37 0.7813 0.7850
headlines 1st/37 0.7837 0.7837
images 1st/37 0.8343 0.8343
OnWN 4th/37 0.8502 0.8745

tweet-news 1st/37 0.7921 0.7921
All (w. mean) 3rd/38 0.7549 0.7610

Task 10 (es)
Wikipedia 1st/22 0.7804 0.7804

[40]news 7th/22 0.8154 0.8454
All (w. mean) 3rd/22 0.8013 0.8072

† Results for the best system using the soft cardinality. ‡ Results for the best system in competition.

the soft cardinality features explained in Subsection II-D were
extracted for each text pair using the same word-to-word
similarity function SIMword used for STS. Finally, these
features were combined by a classifier to determine the type
of entailment. In 2013, Jimenez et al. [44] showed that these
features are also language independent, making possible to
train a single classifier using data in different languages.
This approach produced (not included in the official ranking)
state-of-the-art results for all CLTE datasets [45].

In 2014, the textual entailment task was proposed
for the SICK dataset (Sentences Involving Compositional
Knowledge) [25]. Using the same approach as in CLTE, but
combining additional features from soft cardinalities obtained
with word similarity functions based on WordNet, ESA and
dependency graphs, the soft-cardinality system [40] ranked
3rd of 18. Table VII shows the results obtained by the
soft cardinality system both in textual entailment and textual
relatedness sub-tasks.

C. Automatic students’ answer grading

The task consisted in grading the correctness of a student
answer (SA) to a question (Q) given a reference answer
(RA) [47]. The approach of the system that used soft
cardinality [45] consisted in extracting features for pairs

(SA,Q), (Q,RA), (SA,RA) (again using the simple SIMword

word similarity function) and training with them a J48-graft
tree classifier. Table VIII shows the results obtained by the
soft cardinality system predicting correctness in 5 categories.
In all other numbers of categories and evaluation measures, the
soft cardinality system also ranked 1st overall datasets [47].
Recently, Leeman-Munk et al. [48] integrated the soft
cardinality approach in an experimental automatic tutoring
system.

V. CONCLUSION

We presented our experience participating in SemEval
competitions using soft cardinality and cardinality-based fea-
ture representations. This article describes the basic methods
and particular methods for addressing textual similarity,
multilingual textual similarity, typed-textual similarity, textual
entailment, cross-lingual textual entailment and automatic
students’ answer grading. A summary of the official results
obtained in SemEval challenges provides the evidence of
the effectiveness of the used methods in open competition.
It can be come to the conclusion that soft cardinality is a
practical and effective tool to address several NLP problems.
Furthermore, the soft cardinality model is general enough to
be used in other domains and applications.
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TABLE VI
BEST RESULTS OBTAINED BY THE SYSTEMS THAT USED THE SOFT CARDINALITY

AT SEMEVAL 2012–2014 FOR THE TEXTUAL ENTAILMENT TASK (ACCURACY)

Year Task Dataset Rank Soft Card. Top Sys. Reference

2012 CLTE

Spanish-English 5th/29 0.552 0.632

[46]Italian-English 1st/21 0.566 0.566
French-English 1st/21 0.570 0.570
German-English 3rd/21 0.550 0.558

2013 CLTE

Spanish-English 1st/15 0.434 0.434

[44]Italian-English 1st/15 0.454 0.454
French-English 6th/15 0.426 0.458
German-English 6th/16 0.414 0.452

TABLE VII
RESULTS FOR SEMEVAL TASK 1 IN 2014

Entailment Relatedness
system accuracy official rank Pearson Spearman MSE official rank

UNAL-NLP_run1 (primary) 83.05% 3rd/18 0.8043 0.7458 0.3593 4th/17
UNAL-NLP_run2 79.81% – 0.7482 0.7033 0.4487 -
UNAL-NLP_run3 80.15% – 0.7747 0.7286 0.4081 -
UNAL-NLP_run4 80.21% – 0.7662 0.7142 0.4210 -
UNAL-NLP_run5 83.24% – 0.8070 0.7489 0.3550 -

ECNU_run1 83.64% 2nd/18 0.8280 0.7689 0.3250 1st/17
Stanford_run5 74.49% 12th/18 0.8272 0.7559 0.3230 2nd/17

Illinois-LH_run1 84.58% 1st/18 0.7993 0.7538 0.3692 5th/17

TABLE VIII
BEST RESULTS OBTAINED BY THE SOFT-CARDINALITY SYSTEM

ON THE STUDENT RESPONSE ANALYSIS TASK AT SEMEVAL 2013 (WEIGHTED-AVERAGE F1 IN 5 CORRECTNESS LEVELS)

Dataset Testing group Size Rank Soft Cardinality Top System

Beetle unseen answers 439 4th/9 0.558 0.705
unseen questions 819 4th/9 0.450 0.614

SciEntsBank
unseen answers 540 4th/9 0.537 0.625

unseen questions 733 1st/9 0.492 0.492
unseen domains 4,562 1st/9 0.471 0.471

F1weighted average 7,093 1th/9 0.502 0.502
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