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Abstract. Keyphrases provide a compact representation
of a document‘s content and can be efficiently used
to enhance Web search results and improve natural
language processing tasks. This paper extends the
state-of-the-art in unsupervised keyphrase extraction
from scientific abstracts. We aim to demonstrate
the difference between two types of datasets used
in the keyphrase extraction domain: datasets where
keyphrases for each text are manually assigned by
readers, and datasets where keyphrases are assigned
by the authors themselves. We aim to highlight the
problem of single-word phrases and illustrate the role
of this problem for each dataset type. Additionally, we
noticed that well-known algorithms in the domain can
be divided into two groups. Algorithms in the first group
minimize the number of single-word phrases in the set of
the extracted keyphrases. In contrast, algorithms in the
second group allow the extraction of a larger number of
single-word keyphrases. This property of algorithms ”to
extract few or many single-word keyphrases” determines
how they perform on each type of dataset. We explain
the reasons for this.

Keywords. Unsupervised keyphrase extraction,
single-word phrase problem, keyphrase length.

1 Introduction

Keyphrases provide a compact representation of a
document’s content [32] and automatic keyphrase
extraction (KE) concerns “the automatic selection
of important and topical phrases from the body of a
document” [36]. We distinguish KE from keyphrase
assignment and keyphrase generation:

1. Assignment: Keyphrases are assigned to a text
from a predefined controlled vocabulary.

2. Generation: The extracted phrases do not
necessarily appear in a given document during
keyphrase generation.

In KE, the extracted keyphrases should occur
in the document and are not restricted by a
predefined vocabulary. In Table 1 keyphrases
are emphasized in bold for the following example
abstract. Good keyphrases should satisfy
the following properties [26]: Meaningfulness,
relevance, and good coverage.

Being more descriptive than single keywords,
keyphrases help to perform efficient text mining
and are involved in improving the functionality
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Table 1. Scientific abstracts and keyphrases
(INSPEC dataset)

Accelerated simulation of the steady-state
availability of non-Markovian systems. A
general accelerated simulation method for
evaluation of the steady-state availability of
non-Markovian systems is proposed. It is
applied to the investigation of a class of systems
with repair. Numerical examples are given.

of information retrieval systems [17, 3, 39].
KE methods are divided into supervised and
unsupervised. Unsupervised methods can be
straightforwardly applied to documents and do not
require training data.

Our research entirely focuses on unsupervised
approaches. Also, we constrain the domain to titles
and abstracts of scientific publications. KE from
this type of text has been the focus of researchers
for a long time due to the development of electronic
libraries and e-learning systems. KE methods can
be divided into word-based and candidate-based.

– Word-based methods consist of two stages: (1)
document terms are weighed and then ranked to
select words that belong to keyphrases and, (2)
keyphrases are built from selected terms. Often
it means merging terms that follow each other in
a given text.

– Candidate-based methods include two stages:
(1) keyphrase candidates extraction, and (2)
keyphrase selection based on the ranking of
the candidates.

Most unsupervised KE algorithms
are candidate-based. We only explore
candidate-based approaches in this research.

KE methods have traditionally been evaluated
and compared to other methods based on the
F1-score [21], which has become the standard and
consistently used evaluation approach in the KE
domain. Whenever we refer to the performance of
the KE algorithm, its quality, or its evaluation score,
we mean the evaluation of its performance using
the macro-average F1-score. This score will be
discussed below.

While researchers have dedicated efforts to
enhance the final KE evaluation scores produced

by previous algorithms, there appears to be a
gap in addressing the underlying causes for
variations in ranking quality observed among these
algorithms. To the best of our knowledge, the
factors contributing to these differences in ranking
performance have not been deeply explored yet.
This study partially deals with this problem. In
addition, we generalize the properties of different
datasets and categorize them into two groups with
distinct characteristics.

This work brings the following new
contributions:

1. We show that the advantage or weakness of
an algorithm over the others can be determined
by the number of single-word phrases that this
algorithm extracts as keyphrases.

2. We highlight the difference between two
types of datasets used in the KE domain:
datasets where keyphrases for each text are
manually assigned by readers, and datasets
where keyphrases are assigned by the authors
themselves. We demonstrate that datasets with
reader-assigned keyphrases tend to exhibit a
problem related to single-word phrases, the
extent of which varies by dataset. Specifically,
algorithms that extract fewer single-word
phrases often perform better in evaluations, as
accurately extracting single-word keyphrases
from a set of candidates is more difficult than it
is for multi-word phrases.

3. In this work, we demonstrate that it is
possible to improve the quality of the existing
algorithms by considering the properties of
single-word phrases, especially for datasets
where the single-word phrase problem is
strongly pronounced.

2 Related Work

This section will focus on

1. Unsupervised KE algorithms.

2. On the length feature in KE algorithms.
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We divide unsupervised KE methods
into graph-based, statistics-based, and
embedding—transformer-based methods. Then
we will highlight the length feature that is actively
used. In the review, we primarily focus on the
algorithms used in the study. These algorithms are
described in more detail than the others.

2.1 Graph-based Unsupervised Methods

The original TextRank [28] is word-based and
this algorithm can be defined as a baseline for
graph-based methods. Firstly, it creates a graph to
rank words, where words are vertices and edges
represent the fact of word co-occurrence in a given
text within a window of size n (edges are not
weighted). The words (vertices of the graph) are
weighted and ranked.

To calculate the word weight, a modification of
the PageRank formula [8] is used. Then one-third
of the top-ranked words are selected, which are
denoted as one-word keyphrases or merged into
multi-word keyphrases if they follow each other in
the text. The authors report that the best results
are achieved with n = 2 when only nouns and
adjectives are allowed in the keyword set [28].

The approach proposed for graph construction
and the vertices weighting is actively used in the
KE domain. While the vertices can be text words,
candidate phrases, noun phrases, or document
topics, the edges may or may not be weighted and
represent various types of connections between
nodes, such as the co-occurrence of words or
semantic similarity of units in the nodes.

SingleRank [37] is a candidate-based
approach. Keyphrase candidates are extracted as
the longest continuous sequences of nouns and
adjectives in a given text. Phrases ending with an
adjective are not allowed. The score of candidates
is calculated by summing the scores of the words
it contains. Word scores are counted recursively,
similar to PageRank [8] modification in TextRank
[28], using a local graph for a given document that
includes only nouns and adjectives as vertices
and weighs edges based on word co-occurrence.
ExpandRank presented in the same article [37]
is similar but it uses k most similar documents to
weigh the edges based on word co-occurrence.

In PositionRank [16], phrases are built as
contiguous noun phrases that match the pattern
(adjective)*(noun)+ and have a length of up to three
words. The weight of a phrase is calculated as the
sum of the weights of its constituent words. The
weight of each word in a phrase is calculated by
building a word graph and using a modified version
of PageRank, similar to TextRank [28], but taking
into account the position of each word in the text.
The idea behind the algorithm is to assign higher
weights to words that are frequent and appear
early in documents.

Another part of the graph-based algorithms
uses a modification of the PageRank formula
and integrates topic information in it in various
ways. In [25], topics are first defined based on
LDA [4]. The words are then weighed using a
modified formula for each of the topics. That
is, the word will have different weights regarding
different topics. These scores are used to weigh
the phrases. Candidate phrases in this method
are extracted as noun phrases. A candidate’s
weight is calculated as the sum of the scores
of the words included in the phrase. Since the
score of a word varies across different topics, the
weight of the candidate will be different relative to
different topics. Candidate weights across different
topics are combined into a final phrase weight by
considering the document’s topic distribution. All
candidate phrases are ranked based on their final
weights, and top-ranked phrases are selected as
keyphrases.

In TopicRank [7] candidate phrases for a
given document are defined as the longest
sequence of nouns and adjectives. The
algorithm extracts candidates and groups them by
topic using hierarchical agglomerative clustering.
A graph-based ranking model based on the
PageRank formula [8] is applied to assign a
weighted score to each topic. Here, topics
are vertices, and edges are weighted according
to the strength of semantic relations between
topics, which depends on how often these topics’
keyphrase candidates appear close to each other
in the document. Keyphrases are then extracted by
selecting a candidate from each of the top-ranked
topics. Three strategies were considered for
selecting a candidate for each topic. The first is to
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choose the candidate that appears earliest in the
document. The second is to choose the candidate
with the highest frequency of occurrence. The third
is to select the centroid of the topic cluster. The
authors showed that selecting the first occurrence
of a keyphrase candidate is the best strategy of the
three.

In MultipartiteRank [6], candidate phrases are
built as continuous noun phrases that match
the pattern (adjective)*(noun)+. Candidates are
grouped into topics with hierarchical agglomerative
average linkage clustering. The graph is
constructed as follows: candidate phrases are
vertices that are connected if they belong to
different topics. The authors adjust the incoming
edge weights of the nodes that correspond to the
first occurrence for each topic. Thus, candidates
that occur at the beginning of the text are
promoted in comparison with other candidates
from the topic. When the graph is built, keyphrase
candidates that are nodes of the graph are
ranked based on a modification of the PageRank
algorithm. Top-ranked candidates are selected as
keyphrases.

2.2 Statistical and Embedding/Transformer
Based Unsupervised Methods

RAKE [32] extracts candidate keyphrases from
a text by identifying the longest sequences of
continuous words that are split at phrase delimiters,
stop-word positions, and word delimiters. RAKE
proposed a method to extract additional words that
act as delimiters between phrases. The weight of a
candidate is determined by summing the weights
of its words. To estimate the weights, it uses
a graph of word co-occurrences within extracted
candidates. Word’s score is calculated based
on the ratio of its degree in the obtained graph
to its frequency in the text. Since the degree
of a graph vertex is the number of graph edges
incident to this vertex, then the degree of a vertex
word shows the number of words with which this
word co-occurs within the extracted candidates.
So, the total score of a word is computed by
dividing the number of co-occurring words with
that particular word by its frequency. That is why
we can exclude graph-based notation here and

look at this approach as statistical. In contrast,
in previously described graph-based methods we
could not exclude graph-based notation.

KP-miner [15] extracts candidate phrases in two
main steps. First, it identifies n-grams by extracting
sequences of words separated by punctuation
marks and stop words. It then applies two
additional filters to these candidates. The first filter
requires each phrase to occur at least n times in
the text, where n depends on the length of the
document. The second filter considers the position
of the phrase within the text. It is controlled by
the CutOff parameter. To filter the phrases, it uses
the number of words encountered before the first
occurrence of a phrase. In the second step, the
algorithm scans the text again and selects, from the
unfiltered units, the sequences of maximum length
as candidates.

KP-miner uses Tf-Idf for ranking. Since
the problem with this method is that it prefers
single-word phrases, which are the most frequently
generated, the authors introduce a special
boosting factor for multi-word phrases. It allows
the algorithm to balance this bias towards single
terms. In addition, the document frequency of
multi-word phrases is assumed to be equal to 1
when calculating their Idf. This gives an advantage
to multi-word phrases over single-word ones.

YAKE [9] uses a sliding window of 3-g
generating a contiguous sequence of 1, 2, and 3-g
candidate keywords. Candidates that begin or end
with a stop word are not allowed. YAKE exploits
the following features: casing, word position, word
frequency, word relatedness to context, and word
difference. These features are combined within a
single complex formula [10, 11].

The following algorithms involve word
embeddings and transformer models into KE.
Candidates are commonly extracted as noun
phrases, sequences of nouns and adjectives.
EmbedRank [2] is an embedding-based method. It
allows for the calculation of the distance between
the embedding of a candidate and that of the
entire document, as well as between candidates
themselves. To achieve this, the authors represent
the candidates and the document in the same
high-dimensional vector space and utilize publicly
available pre-trained models of Sent2Vec [29]
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and Doc2Vec [22]. Keyphrases were selected by
ranking the candidate phrases according to their
cosine distance to the document embedding.

AttentionRank [13] is based on the
self-attention mechanism of the BERT model
[12], as well as the hierarchical attention retrieval
(HAR) mechanism [40]. Self-attention determines
the importance of a candidate within the context
of a sentence, while cross-attention measures
the semantic relevance between a candidate and
sentences within a document. These two values
are used to calculate the final score of a candidate.

In the TripleRank [23] method two features:
keyphrase semantic diversity and keyphrase
coverage are introduced to address the issue
of synonyms, along with positional information.
Keyphrase coverage calculates the similarity
between candidates and other words in the
document using Word2Vec, while semantic
diversity uses LDA [4] to diversify the topics
represented in phrases and avoid extracting
phrases from the same words.

The sentence embedding model SIF [35] from
SIFRank is intended to explain the relationship
between sentence embeddings and the topic of
the document. The authors combine ELMo [30]
with SIF to compute phrase embeddings and
document embeddings. To weigh the phrases,
cosine similarity is used to calculate the distance
between the candidates and the topic. The
paper also proposes a method called document
segmentation to speed up the computation
of word embeddings in long documents
and uses position-biased weight for long
documents. Further development of embedding/
transformer-based KE algorithms are presented in
the [24, 14, 34].

2.3 Phrase Length Feature

One of the employed techniques in candidate
weighting is the method, which assigns weights
to candidates by summing the scores of the
constituent words. This is exploited in SingleRank
[37], PositionRank, Topical PageRank [16, 25],
RAKE [32] and in the re-implementation of
TextRank that is exploited in this paper (will be
discussed below). Since all words have positive

scores, we expect these algorithms to prioritize
multi-word phrases over single-word phrases in
the weighting process. As we will see later,
the implementations of these algorithms we used
either do not extract single-word keyphrases at all
or extract only a minimal number of them. This
will differentiate them and their performance from
other algorithms that extract a greater number of
single-word phrases.

KP-miner [15] also employs features that limit
the extraction of single-word phrases, but as
we will see later, despite these features, when
processing abstracts of scientific publications,
KP-miner extracts more single-word phrases than
the methods discussed in the previous paragraph.
This algorithm introduces a special boosting factor
for multi-word phrases. Besides, KP-miner exploits
Tf-Idf for candidate ranking where the document
frequency of multi-word phrases is assumed to be
equal to 1 when calculating their Idf. Both these
factors give an advantage to multi-word phrases
over single-word ones.

In the YAKE algorithm, there is also a remark
[9] regarding the formula used to calculate the
weight of a candidate phrase, which combines
the features employed in the algorithm. In
particular, one part of the formula is considered
and explained: one of the potential problems with
this part of the formula is that the length of a
candidate keyphrase can significantly influence its
score, favoring longer relevant candidates over
shorter relevant ones. To mitigate this effect
and extract keyphrases regardless of their length,
YAKE introduces additional components into the
general formula. However, as we will see later with
short texts, YAKE significantly limits the number of
extracted single-word phrases. It extracts more of
them than the approaches from the first paragraph
but fewer than, for example, KP-Miner.

This section aims to demonstrate that
algorithms incorporate features and methods
influencing the number of single-word keyphrases
they extract. Additionally, we hypothesize that
algorithms can be grouped based on their
tendency to extract more or fewer single-word
keyphrases. The central focus of this article is to
examine how the tendency of algorithms to select
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more or fewer single-word phrases impacts the
evaluation of their performance.

3 Research Tools

As mentioned in the Introduction, this article
focuses solely on candidate-based KE
approaches. This means that each exploited
below algorithm operates as follows. In the first
step, a set of candidate phrases is constructed. In
the second step, this set of candidate phrases is
ranked, and the top k-ranked phrases are extracted
as keyphrases.

For all the algorithms in the experiments,
we use the same method to extract the set of
candidate phrases. The candidate phrases are
extracted as noun phrases using grammar, the
description of which is provided below. This
method was chosen because it allows us to obtain
a good quality set of candidate phrases compared
to using other methods, such as extracting
n-grams or extracting sequences of words between
delimiters. By ”good quality” we mean that the set
of candidate phrases should not be too large on the
one hand, and on the other hand, it should contain
a sufficient number of true positive keyphrases.
In the KE domain, it has been noted that the
size and quality of the set of candidate phrases
affect the quality of the keyphrases obtained after
ranking [38]. By quality here, we mean the
evaluation with F1-score. Additionally, the vast
majority of approaches reviewed in the Related
Work extract candidate phrases as noun phrases
or as sequences of nouns and adjectives that do
not end with an adjective.

3.1 PKE, Algorithms and Modifications, Text
Pre-Processing

PKE [5] is an end-to-end Python KE pipeline
that includes the re-implementation of KE
algorithms. PKE allows using original versions
of algorithms and modifications of its components.
Our goal was to evaluate how well the ranking
methods performed in KE approaches. To check
this, every ranking method should take the same
set of candidate phrases as input.

We use a modified version of TextRank.
TextRank is a word-based approach but PKE
allows us to work with it as with a candidate-based
method [5]. TextRank re-implementation in
the PKE framework is as follows: words are
ranked and then keyphrase candidates are either
composed from the T-percent highest-ranked
words as in the original paper or extracted using
the candidate selection method. In the latter,
candidates are ranked using the sum of their
words’ weights. We exploit the second opportunity.

There are candidate-based methods that
extract keyphrase candidates either as n-grams
or as combinations of n-grams, filters, and
sequences, including YAKE, TF-IDF, and
KP-miner. To evaluate the ranking strategies, the
candidate extraction method for these approaches
was kept consistent with that used for the other
methods: candidates were extracted as noun
phrases.

We exploit the following methods
implemented in PKE: graph-based (TextRank,
SingleRank, TopicRank, PositionRank,
MultipartiteRank, TopicalPageRank) and
statistics-based (FirstPhrase, TfIdf, KP-miner,
YAKE). The FirstPhrases method extracts a fixed
number of phrases that are met at the beginning
of a given document. The TfIdf method assigns a
weight to each candidate phrase using the TfIdf
formula and then ranks the phrases based on
these weights. The ranking strategies of other
exploited KE algorithms are described in the
Related Work.

In all experiments, candidate phrases are
extracted from texts as continuous sequences of
nouns and adjectives satisfying the default PKE
grammar:

[NBAR: {<NOUN|PROPN|ADJ>*<NOUN|PROPN>},

NP: {<NBAR>}{<NBAR><ADP><NBAR>}]

where nouns and adjectives are not stop words.
We exploited the extended stop word list from [31],
which was applied to all algorithms and across
all datasets. Consequently, all exploited methods
differ only in the ranking step.
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3.2 Datasets

The initial hypothesis of this study was that
datasets with keyphrases annotated by authors
differ from those annotated by readers. Therefore,
we initially categorized the datasets into two
groups: datasets with reader-assigned keyphrases
and datasets with author-assigned keyphrases.
The first group includes INSPEC, SemEval 2010
(only reader-assigned keyphrases), and SemEval
2017. The second dataset group comprises kp20k,
PubMed, and KPBiomed.

Datasets with reader-assigned keyphrases.
From INSPEC 1 [19] we use a test subset
comprising 500 scientific publication titles with
abstracts, each with reference keyphrases
manually assigned by readers. Dataset
domains: Computers and Control and Information
Technology. The average number of reference
keyphrases per text in the INSPEC dataset is 9.5.

SemEval2010 2 [20] test subset containing
100 full-text documents. Only reader-assigned
keyphrases were used as reference keyphrases.
We utilized the SemEval 2010 dataset in the
following format: SemEval 2010 (TA) includes
only the titles and abstracts of articles. Dataset
domains: Distributed Systems, Information Search
and Retrieval, Distributed Artificial Intelligence
- Multiagent Systems, Social and Behavioral
Sciences - Economics. The average number of
reference reader-assigned keyphrases per text in
the SemEval2010 dataset is 12.4.

SemEval2017 [1]. A corpus for this task
was constructed from open-access publications
available on ScienceDirect. Each document
consists of one paragraph of text drawn from a
scientific paper. A total of 500 paragraphs from
journal articles, distributed among the domains
of Computer Science, Material Sciences, and
Physics, were selected. We utilized the dataset
available in the YAKE-associated repository 3.
The first 200 documents were designated as the
test dataset. The average number of reference

1https://huggingface.co/datasets/taln-ls2n/inspec
2https://huggingface.co/datasets/taln-ls2n/semeval-2010-pre
3https://github.com/LIAAD/KeywordExtractor-Datasets/blob/
master/datasets/SemEval2017.zip

keyphrases per text in the SemEval 2017 dataset
is 11.5.

Datasets with author-assigned keyphrases.
We exploited the first 2,000 documents from the
test subsets of kp20k 4 [27]. Each document
comprises a title and abstract from scientific
articles and includes author-assigned keyphrases.
Dataset domain: Computer Science. The average
number of reference keyphrases per text in the
kp20k dataset is 5.3.

Dataset PubMed 5 [33] contains 1,320 articles
with full text and author-assigned keyphrases.
Titles are separated from full texts but abstracts
are not. For each text, we took the title and the
first 1,200 characters of the full text, assuming
that in this way we would be able to use most
of the abstracts. We exploited the first 500
documents from the database as a test collection.
Dataset domain: Biomedical. The average number
of reference keyphrases per text in the PubMed
dataset is 5.4.

KPBiomed6 [18]: the first 2,000 documents
from the test subset of this dataset were used.
Each document includes a title and abstract from a
scientific article and author-assigned keyphrases.
Dataset domain: Biomedical. The average number
of reference keyphrases per text in the PubMed is
5.3.

3.3 Evaluation

Since this study is based on PKE, we utilize
its built-in evaluation method to calculate the
macro-average F1-score at n keyphrases (F@n).
The F1-score is the most standard and widely
used evaluation approach in the KE domain. The
value of n indicates that the KE algorithm should
select up to n phrases based on the ranking
results, or fewer if selecting n phrases is not
feasible. This evaluation scores compares the
set of automatically extracted keyphrases with the
set of reference keyphrases annotated by experts,
readers, or authors.

We use n = 3 and n = 5 for datasets
with author-assigned keyphrases, as the average

4https://huggingface.co/datasets/taln-ls2n/kp20k
5https://huggingface.co/datasets/taln-ls2n/pubmed
6https://huggingface.co/datasets/taln-ls2n/kpbiomed
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number of keyphrases in the references for these
collections is approximately five. For datasets with
reader-assigned keyphrases, we use n = 5 and
n = 10, as the average number of keyphrases in
their references is approximately ten to twelve

Extracted phrases and reference phrases are
stemmed before evaluation. We do not remove
phrases that do not occur in the corresponding text
from reference keyphrases. This practice exists in
the domain, e.g., in [19, 37] and it makes Recall
and F1-score higher.

4 Experiment Description, Results,
and Discussion

We aim to accomplish the following in this section:

– Examining dataset characteristics: we analyze
the characteristics of the datasets that may
influence the quality of algorithm performance.

– Formulating the single-word phrase problem:
we briefly outline and formulate the problem of
single-word phrases.

– Unsupervised KE algorithms evaluation:
we evaluate how 10 selected unsupervised
KE algorithms perform on each dataset
group (datasets with reader-assigned and
author-assigned keyphrases) and examine
the role single-word phrases play in their
performance within each dataset group.

The length of a phrase refers to the number
of words it contains. Reference keyphrases are
manually assigned to a text and represent the
keyphrases that the KE algorithm should ideally
extract. All KE algorithms exploited in this study
operate in two steps. In the first step, a set of
candidate phrases is extracted, a process identical
across all considered algorithms. In the second
step, each algorithm ranks the set of candidate
phrases.

4.1 Dataset Characteristics

In this part of the study, we collected the following
characteristics for each dataset:

– Reference Keyphrases: the average number of
reference keyphrases of lengths 1, 2, and 3 per
document in the dataset.

– Candidate Phrases: the average number of
candidate phrases per document of lengths 1,
2, and 3, extracted as continuous sequences
of nouns and adjectives satisfying the chosen
grammar.

– Evaluation: the Precision and F1-scores
obtained when evaluating the quality of
candidate phrases of lengths 1, 2, and 3. The
quality of single-word phrases in the candidate
set was evaluated against the single-word
phrases in the reference set. Similarly, the
quality of two-word candidate phrases was
evaluated by comparison with two-word phrases
in the reference set. The same procedure was
applied to phrases with length 3.

The obtained results are presented in the
Table 2. Analysis of Table 2 reveals the following
differences between the two groups of datasets in
the distribution of keyphrases length 1 and 2 in
references and candidates.

In reference keyphrase set we observe
the following. Datasets with author-assigned
keyphrases: in datasets where authors assigned
keyphrases, the average number of single-word
and two-word phrases per text in the references is
roughly equal, with an average difference of 0.45
keyphrases. In the case of kp20k, this difference is
greater than in PubMed and KPBiomed.

Datasets with reader-assigned keyphrases: in
datasets where readers assigned keyphrases,
the difference in the number of single-word
and two-word phrases in the references is
more pronounced, with an average difference of
2.86, indicating a higher prevalence of two-word
phrases. However, for SemEval2017, this
difference is somewhat smaller compared to
INSPEC and SemEval2010.

In keyphrase candidates set we observe
the following. The candidate phrase sets for

Computación y Sistemas, Vol. 28, No. 3, 2024, pp. 1377–1391
doi: 10.13053/CyS-28-3-5197

Svetlana Popova, Vera Danilova, Mikhail Alexandrov, et al.1384

ISSN 2007-9737



Table 2. Dataset Characteristics. Ref: the average number of reference keyphrases of a specified length per document.
Cand: the average number of candidate phrases of a specified length per document. P: Precision. F1: F1-score.
Reader keys: indicates datasets where readers assigned keyphrases. Author keys: indicates datasets where authors
assigned keyphrases. SemEval2010: SemEval2010(TA) contains only titles and abstracts

INSPEC reader keys SemEval2010 reader keys SemEval2017 reader keys
len. Ref Cand P F1 Ref Cand P F1 Ref Cand P F1
1 1.31 11.85 8.64 13.43 1.99 16.18 4.87 8.02 3.95 16.23 17.04 25.04
2 5.16 8.58 40.64 46.99 5.54 11.38 16.09 19.70 5.13 11.765 31.98 40.55
3 2.44 2.82 40.56 40.18 1.98 3.49 12.06 12.57 2.78 4.175 34.43 35.82

PubMed author keys KPBiomed author keys kp20k author keys
len. Ref Cand P F1 Ref Cand P F1 Ref Cand P F1
1 3,93 18,7 6.30 10.56 2,18 22,75 5.16 8.79 1.75 14.08 5.19 7.12
2 3,34 12,66 6.42 10.46 2,11 16,58 6.01 9.91 2.44 10.86 9.13 13.17
3 1,15 4,34 4.77 6.54 0,71 5,5 4.89 6.90 0.78 3.87 7.02 8.86

all collections were extracted uniformly, and all
datasets primarily consisted of titles and abstracts.
Consequently, the proportion of single-word and
two-word phrases in the candidate sets is similar
across all datasets. In each dataset, the number
of single-word phrases exceeds that of two-word
phrases by a factor of 1.3 to 1.5. Despite the similar
proportions of single-word and two-word phrases
in the datasets, the evaluation of these sets using
Precision and F1-score differs, which is partly
a consequence of the differences in proportions
between reference keyphrases of lengths 1 and 2.

Datasets with author-assigned keyphrases: the
disparity between Precision and F1-score values
for single-word and two-word phrases, when
keyphrases are assigned by authors, is not as
significant as in the case of reader-assigned
keyphrases. Specifically, the difference in
Precision is 0.12 for PubMed, 0.85 for KPBiomed,
and 0.94 for kp20k. In terms of the F1-score, the
differences are 0.1 for PubMed, 1.12 for KPBiomed,
and 6.05 for kp20k.

Datasets with reader-assigned keyphrases: the
disparity between Precision and F1-score values
for single-word and two-word phrases, when
keyphrases are assigned by readers, is very
significant. Specifically, in terms of Precision,
this difference is 32 for INSPEC, 11.22 for
SemEval2010(TA), and 14.94 for SemEval2017. In

terms of F1-score: 33.56 for INSPEC, 11.68 for
SemEval2010(TA), and 15.51 for SemEval2017.

For datasets where readers assigned
keyphrases, the number of keyphrases in the
references is approximately twice as large as in
the references of texts where authors assigned
keyphrases. This difference is attributable
to the greater number of multi-word phrases.
Two-word phrases are less represented in the
reference sets of author-annotated datasets than
in reader-annotated datasets. Furthermore, for
datasets where keyphrases were assigned by
authors, Precision and F1-score for two-word
candidate phrases are low: in two out of three
cases, they are lower than the corresponding
values for single-word phrases.

4.2 Single-Word Phrase Problem

The main points from the previous section are:

1. Datasets with reader-assigned keyphrases: in
the reference sets of these datasets there
are more multi-word phrases compared to
single-word phrases.

2. In the candidate phrase sets, the number of
single-word phrases is 1.3 to 1.5 times higher
than that of two-word phrases.
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3. Datasets with reader-assigned keyphrases:
Precision and F1-score calculated for
single-word candidate phrases relative to
the set of single-word keyphrases in the
references are significantly lower than those for
two-word and three-word phrases.

The essence of the single-word phrase problem
for datasets with reader-assigned keyphrases:
the initial set of candidate phrases contains a
significant number of single-word phrases, and
for single-word phrases in the candidate set, the
true positive percentage may be significantly lower
than for multi-word phrases. This problem is
dataset-dependent. Since some of the main
datasets in the KE domain present this problem
it is worth paying attention to. The consequences
of the problem: it is more difficult to extract true
positive single-word keyphrases than the same
for multi-word phrases. Hypotheses based on
this problem: KE algorithms can achieve higher
performance not only by selecting well-suited
linguistic features but also by minimizing the
number of extracted single-word keyphrases.

4.3 Unsupervised KE Algorithms Evaluation
and Single-Word Phrase Problem

To demonstrate the connection between the total
number of single-word phrases in the resulting
keyphrase set and the algorithm’s performance, we
conducted the following experiment. We ran 10
unsupervised KE algorithms on all six datasets and
collected the following:

– The average number of single-word keyphrases
extracted per text by the algorithm.

– The quality of the algorithm’s performance,
evaluated using the F1-score, without any
restrictions on the algorithm’s operation.

– The quality of the algorithm’s performance,
evaluated using the F1-score, when the
algorithm is restricted to extracting only
multi-word keyphrases.

The results are presented in the Table 3.
In the l-1 phr. columns, which show the
average number of single-word phrases extracted
per text by the algorithm, five cases with the
highest number of such phrases are highlighted
in bold. Corresponding to these highlights, in the
rows, instances where prohibiting the extraction
of single-word phrases led to an improvement in
the algorithm’s performance are also highlighted
in bold. The top five scores obtained for each
specific dataset are highlighted in italics. In the
Table: l-1 phr.is an average number of single-word
phrases extracted per text by the algorithm; all phr.
is evaluation score when there were no restrictions
on keyphrase extraction; multi - evaluation score
when algorithms were restricted from extracting
single-word keyphrases

The results indicate the following. We
observe two groups of algorithms. The
first group of algorithms tends to minimize
the number of extracted single-word keyphrases
(TextRank, SingleRank, PositionRank, Topical
PageRank). The second group comprises
algorithms that extract the highest number of
single-word keyphrases (FirstPhrase, TopicRank,
MultipartiteRank, KP-miner). Additionally, we
highlight two intermediate algorithms: the first,
YAKE, is closer and more likely to belong to the first
group, while the second, TfIdf, is closer and more
likely to belong to the second group of algorithms.

Algorithms from the second group demonstrate
the best results compared to other algorithms
on datasets with author-assigned keyphrases.
However, these algorithms perform worse on
datasets with reader-assigned keyphrases. If
algorithms from the second group are restricted
from extracting single-word phrases, their
performance quality improves on datasets
with reader-assigned keyphrases. This quality
improvement is more noticeable the more
pronounced the single-word phrases problem
is in the dataset.

For datasets where keyphrases were assigned
by readers, algorithms from the first group
demonstrated higher performance compared to
algorithms in the second group. However, this
difference begins to diminish once we prohibit
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Table 3. Algorithms performance

DataSet INSPEC (reader) SemEval2010 (reader) SemEval2017 (reader)
Type l-1 phr. all phr. multi l-1 phr. all phr. multi l-1 phr. all phr. multi
F@5
FirstPhrase 2.20 25.38 34.57 2.07 12.35 14.48 2.33 13.71 17.38
TextRank 0.12 30.84 31.06 0.04 11.02 11.02 0.01 16.50 16.53
SingleRank 0.33 30.72 31.83 0.30 13.69 13.73 0.17 18.78 18.46
TopicRank 2.3 25.73 34.17 2.29 11.38 12.83 2.12 16.32 17.08
MultipartiteRank 2.22 25.92 34.68 2.30 12.10 13.20 2.12 16.94 17.73
PositionRank 0.65 30.20 32.19 0.48 14.12 14.10 0.41 18.91 18.92
TopicalPageRank 0.42 30.48 32.00 0.33 13.60 13.67 0.17 18.80 18.56
Tf-Idf 1.63 29.73 34.69 2.15 12.32 13.75 1.95 18.39 17.90
KP-miner 1.99 28.74 34.39 2.36 12.12 15.04 2.61 18.34 18.44
YAKE 0.82 31.96 34.04 0.95 15.12 14.65 0.55 18.36 18.18
F@10
FirstPhrase 4.8 30.76 41.92 4.9 12.35 16.54 4.71 21.01 25.02
TextRank 1.34 37.78 40.27 0.39 15.70 15.52 0.42 24.27 24.25
SingleRank 1.88 37.19 40.81 1.44 17.04 16.78 1.02 26.51 26.07
TopicRank 4.97 30.20 40.29 5.18 13.51 14.57 4.85 21.83 22.70
MultipartiteRank 4.90 31.05 41.58 5.25 14.12 15.91 4.72 22.29 24.58
PositionRank 2.52 35.50 40.81 2.12 17.78 17.58 1.71 26.52 25.93
TopicalPageRank 2.03 36.98 40.80 1.55 17.14 16.96 1.14 26.66 26.26
Tf-Idf 3.03 36.99 41.76 3.30 15.47 16.20 3.14 25.72 25.40
KP-miner 3.44 35.78 41.73 3.66 16.41 16.90 4.33 24.96 25.36
YAKE 2.84 36.56 41.20 2.97 16.98 17.21 2.20 25.42 25.78
Dataset kp20k (author) PubMed (author) KPBiomed (author)
F@3
FirstPhrase 1.05 13.91 13.64 1.29 13.84 11.20 1.20 14.10 12.66
TextRank 0.00 5.40 5.40 0.00 2.93 2.93 0.00 3.20 3.20
SingleRank 0.04 8.69 8.59 0.04 6.54 6.21 0.04 6.11 5.99
TopicRank 1.15 12.23 11.56 1.37 12.65 9.82 1.54 12.67 10.10
MultipartiteRank 1.06 13.65 12.56 1.29 13.97 11.00 1.36 13.93 10.98
PositionRank 0.09 10.86 10.61 0.11 9.96 8.87 0.07 9.34 8.80
TopicalPageRank 0.05 9.35 9.24 0.04 7.38 6.94 0.04 6.74 6.60
Tf-Idf 1.03 14.17 13.03 1.47 17.33 12.20 1.60 15.13 11.90
KP-miner 1.30 14.45 14.19 1.58 17.46 13.20 1.67 15.26 13.13
YAKE 0.24 12.65 12.09 0.31 11.83 10.36 0.35 12.04 10.46
F@5
FirstPhrase 1.96 15.32 13.79 2.28 16.11 12.04 2.16 17.09 13.47
TextRank 0.04 7.93 7.91 0.00 5.19 5.19 0.01 5.01 4.97
SingleRank 0.20 11.60 11.15 0.17 9.41 8.53 0.16 8.68 8.07
TopicRank 2.12 13.07 11.64 2.36 14.31 9.85 2.58 14.08 10.29
MultipartiteRank 2.04 14.31 13.11 2.28 15.72 10.96 2.41 15.75 11.83
PositionRank 0.36 13.51 12.88 0.39 13.02 10.95 0.26 12.02 10.72
TopicalPageRank 0.25 11.92 11.57 0.20 10.18 9.23 0.18 9.14 8.45
Tf-Idf 1.54 14.71 12.88 2.31 18.45 11.41 2.43 16.70 12.34
KP-miner 2.05 15.11 14.30 2.66 18.52 12.79 2.63 16.95 13.34
YAKE 0.70 14.87 13.73 0.76 14.60 11.90 0.85 15.21 12.37
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algorithms in the second group from extracting
single-word phrases.

For datasets with authors – assigned
keyphrases, the single-word phrase problem does
not exist. Prohibiting the extraction of single-word
keyphrases does not enhance the performance
quality of algorithms from either group; on the
contrary, it degrades their performance.

5 Conclusion

The study includes a series of experiments that
overcome several shortcomings in unsupervised
KE. We formulated the dataset-dependent
single-word phrase problem and demonstrated its
cause. We analyze how different KE algorithms
rank keyphrase candidates and explore one of the
reasons that influence quality evaluation.

Results show that an algorithm can perform
better or worse depending on whether it allows
fewer or more one-word phrases in the extracted
keyphrase set. Removing single-word candidate
phrases before the ranking stage can improve
performance for datasets with reader-assigned
keyphrases. This is critical for algorithms
that efficiently rank phrases but allow too
many single-word phrases among the extracted
keyphrases. We also note that prohibiting the
extraction of single-word keyphrases does not
apply to datasets with authors-assign keyphrases.
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