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Abstract. loRT-aware BP aims to promote the business
process (BP) within robotics and loT capacities.
This incorporation ensures machine-to-machine (M2M)
communication and the automatic execution of tasks
by using robot devices. Nonetheless, the execution of
this process inside the enterprise may be costly due
to the consumed resources, the need for computational
capacity, etc. To close these gaps, the business
process outsourcing (BPO) strategy can be carried out to
outsource the loRT-aware BP to external environments
(e.g., Cloud, Fog, etc.). To profit from outsourcing, an
enterprise should identify suitable resources to ensure
optimal process execution. The selection of resources
is known in the literature as resource allocation (RA).
The RA problem is described in this work using the
Markov Decision Process (MDP), and it is resolved using
reinforcement learning (RL). The proposed approach
relies, on one hand, on Q-learning as an RL algorithm,
and on the other hand, it considers the extension
of the ifogSim tool to support the process execution
using Fog and Cloud resources. The obtained results
are promising in terms of response time regarding the
scale-up of the considered resources. Furthermore,
the experimental results show that our approach offers
a substantial advantage in optimizing the performance
of RA, which confirms its usefulness and relevance
compared to other common methods.

Keywords. Resource allocation, reinforcement learning,
loRT-aware business process, fog, cloud.

1 Introduction

Industry 4.0 is becoming more and more popular
as smart devices and Internet of Things (loT)
technologies proliferate. By merging the current
manufacturing system with the industry technology
system, this new paradigm aims to improve the
production system [17]. Industry 4.0 gives birth
to various technologies, such as the Internet
of Robotic Things (IoRT). It combines loT and
robotics into one technology, which is called the
IoRT. ABI Research [29] came up with the idea
of the IoRT, which defines it as a collection of
intelligent, disparate devices that can manage
events and massive amounts of data.

Numerous researchers aim to leverage loRT
paradigm to incorporate it into other domains
(e.g., Business Process (BP), etc.). Integrating
IoRT technology into the traditional BP creates
the loRT-aware BP generation [4], which strives
to increase productivity, automate operations, etc.
However, executing an loRT-aware BP within the
organization could be expensive due to the energy
and resources consumed, among others. To bridge
these gaps, the Business Process Outsourcing
strategy (BPO) remains the best solution by
executing some parts of the entire process outside
the enterprise [10].
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Fig. 1. Reinforcement learning process [14]

Numerous environments can be considered to
perform process outsourcing, for instance, the
Cloud and Fog. The Cloud is defined as hardware
resources and software services available on the
internet [32]. It has a large storage capacity
compared to other surroundings [1]. Furthermore,
it enables businesses to increase their services in
response to client demand gradually.

Using the Cloud during the execution of
loRT-aware BPs allows the business managers to
meet their process’s computational and availability
requirements.  Despite its benefits, the Cloud
fails to support sensitive applications due to
the distance between the user devices and
the Cloud data center.  Therefore, the Fog
environment appeared.

It is a paradigm that brings computational
resources and services to the network edge near
user devices, lowering latency and connecting
with Cloud resources [2]. It is characterized by
its ability to perform latency-sensitive applications
regarding its proximity to the user’s devices (e.g.,
loT, robots, etc.).

To achieve the outsourcing of an loRT-aware
BP into Cloud and Fog environments, a business
manager should allocate the appropriate resources
of (Cloud;, Fog; where i,j € [1..n]). The Resource
Allocation (RA) is defined as the groundwork for
BP outsourcing.
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It must match the demand of the instances
of processes running with the resources available
for a specific business objective (e.g., minimizing
process cost, maximizing process availability, etc.)
[28]. Thus, the RA will allow the business
managers to ensure the effectiveness of their
processes. Additionally, it enables businesses
to increase production, realize an equitable
distribution of responsibilities, and decrease the
need for human intervention.

Back to the literature, several approaches
addressed RA for the business process. In
general, these approaches focus on the Cloud
resources [11], or Fog ones [19, 31]. However,
considering both environments enables business
managers to take advantage of both. Furthermore,
most of these approaches deal with process cost
[23, 25, 22] and execution time [15, 12].

Nonetheless, reducing the energy consumption
within the enterprise and reducing latency can
improve the selection of resources. Furthermore,
diverse algorithms were applied for supporting
RA in the BPs field, including exact approaches
[11], meta-heuristic methods (e.g., [12]), and
machine learning [3]. However, these algorithms
demonstrate serious overhead and the need for
more accuracy in their evaluation.

Therefore, to close the gaps in the
literature-based RA approach, we take advantage
of Reinforcement Learning (RL) as an Artificial
Intelligence (Al) algorithm to perform resource
allocation with less overhead and scattered errors
[19]. We aim through this paper to propose
a Reinforcement Learning-based approach for
the Fog and/or Cloud RA to achieve an optimal
execution of the loRT-aware BP. Our proposal aims
to satisfy a set of different RA goals. Therefore, it
intends to minimize the RA cost and reduce the
energy consumed.

In addition, our proposal intends to reduce
the execution time and the latency value.
To accomplish these objectives, we extended
the ifogSim tool to estimate the execution
cost, consumed energy, execution time, and
latency of an loRT-aware BP using Fog and
Cloud resources. The obtained results are
promising. Furthermore, compared to other RA
methodologies, the experimental results prove the
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Table 1. Comparison of a set of RA-based approaches regarding the identified criteria (part 1)

Year Paper BP Type Resource Type Used Algorithm
Fog Cloud Exact Heuristic meta-heuristic RL
2021 Classic BP - - - - - -
2022 Classic BP - - - X - -
2022 Classic BP - - - - X -
2021 Classic BP - X - - -
2022 Classic BP - - - - - X
2021 loT-aware X X - - - -
BP

2020 Classic BP - - - - - X
2020 Classic BP - - - - - X
2020 - - X - - - -
2022 - X - - - - -
2024 Classic BP - - X - - -
2024 - - - - - - -
2024 Classic BP - X - X - -
2022 - - X - - - -

Table 2. Comparison of a set of RA-based approaches regarding the identified criteria (part 2)

Paper Used criteria Simulation tool RL support Workflow patterns Granularity
Cost Energy Executiontime Latency

Simulation engine semi-automatic - task
X - TypeScript and MongoDB automatic X task
X - GRINGO 5.5.0, I-DLV 1.1.6 automatic X task
X CloudSim automatic X task
X Apromore semi-automatic - task
X X automatic X task
X automatic - task
X automatic - task
X automatic - task
X ifogSim automatic - task
X X Prosimos automatic X task
automatic - task
X X automatic - task
X X Cloudsim automated - task

efficacy of the proposed RL-based RA approach
by offering a significant benefit in optimizing RA
performance. The remainder of this paper is
structured as follows.  Section 2 presents a
background that briefly describes the loRT-aware

BP and RL algorithm. Section 3 overviews the
recently published approaches that deal with the
RA question. Section 4 details the proposed
reinforcement learning-based approach for RA to
ensure the adequate execution of an loRT-aware
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Fig. 2. Proposed approach for fog and cloud resources allocation

BP. The evaluation and discussion of the proposed
approach are presented in Section 5. Finally,
Section 6 summarizes our work and highlights its
future directions.

2 Background

This section presents some relevant concepts to
ensure the execution of an loRT-aware BP using
suppliers’ resources. In this setting, we intend to
give an overview of an loRT-aware BP. Then, we
present a brief description of the RL algorithm.

2.1 loRT-aware Business Process

In recent years, the fourth industrial revolution
has led to the development of several new
technologies, such as the Internet of Robotic
Things (IoRT). The I[oRT is defined as the
improvement of the Internet of Things (loT) itself,
where robotic technology has been embedded in
loT, Cloud, and Networking [18]. The IoRT is
characterized by heterogeneous advantages that
make it among the most attractive technologies.

In [29], the authors classified the IoRT abilities
into four main categories: basic, high-level,
interaction, and system-level abilities.
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Among the basic IoRT abilities, we note that
it has a broader horizon in time, space, and
information type regarding the integrated sensors
within the devices.

Moreover, the robots’ ability to move
independently is considered one of the basic
IoRT advantages. In the 1o0RT higher-level
abilities setting, we denote the capacity of the
robot devices to automatically make the right
decisions and distinguish the best course to meet
its missions.

Furthermore, robot devices use Al techniques
to improve their decisions. In the robot interaction
ability context, the robots are characterized by
their ability to interact with users and other
systems.  Besides, regarding their experience
and reasoning information, the robots ensure
communication between themselves, things, and
their environment.

Nonetheless, in the system-level abilities
setting, we cite its capability to be customized
and configured for particular tasks. Regarding the
advantages mentioned above, the IoRT technology
sweeps several fields, for instance, agriculture,
health, etc.

In this setting, business managers seek to
benefit from this technology to automate their
processes. Therefore, several researchers seek
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Algorithm 1
algorithm  for
resource allocation
Require:
1: N - Number of loRT-aware BP
2: Ay ={Foq,...,Fog,} - Action set for Fog
3: Ay = {Cloudy,...,Cloud,,} - Action set for
Cloud
4 TR=0,R=0,R' =0
5 a=0.5v=0.9
Ensure: Optimal resource allocation for each
process task
6: whilei € [1...N] do
7: Give coarse-grained decision (D)
8: Give the SESE tasks (71,...,T},)
9 Give the SESE workflow patterns (W P)
10: Fixed S state using SESE tasks
11: if (D == Fog) then

Reinforcement learning-based
optimal Fog and Cloud

12: Resource = A;

13: else if (D == Cloud) then

14: Resource = A4,

15: else if (D == Fog & Cloud) then

16: Resource = A; + A,

17: else if (D == in-house) then

18: No allocation done

19: end if

20: if (D # in-house) then

21: Initialize Q-table[S, Resource]

22: Resource _allocation_function(S,
Resource, WP)

23: end if

24: end while

to integrate the loRT technology within the BP;
we cite among them [27], where the authors
define the integration of the IoRT within the
BP as the automation of the BP to resolve a
complicated situation.

Moreover, in [21], authors the integration as
a form of enterprise digitization through the
automation of its process tasks. According to
[4], integrating the [oRT within the BP gives
the newest process generation called loRT-aware
Business Process.

The latter aims to automate the classic BP,
where robots and loT devices are used to perform
process tasks rather than humans. Therefore,

the automation of process tasks allows firms to
eliminate the burden of human errors, speed
up their production, improve their productivity,
etc. Furthermore, embedding the IoRT technology
within the classic process allows enterprises
to reduce costs and eliminate the burden of
recruiting employers.

2.2 Reinforcement Learning

Reinforcement Learning (RL) is an Al model
that allows algorithms to learn from their trials
and errors. Intending to understand how the
algorithm makes the right decision, the RL has
been confronted with a set of decisions [30].

Therefore, whether it has taken the wrong
decision, it is penalized, while, in the case that
the right decision is taken, the algorithm gains a
reward. The problems in the RL are frequently
formulated as a Markov Decision Process (MDP).
The MDP is defined as a mathematical framework
for solving decision-making problems [33].

It is used to present the environment model
and dynamicity [14] (see Figure 1). The MDP
model usually has a transition function to transform
the environment from one state to another after
applying an action using an agent. According to
[33], the RL has five main components which are
detailed in what follows:

— S: Gives the set environment states.

— A: Presents the possible actions taken by the
agent to change the environment state.

- RA) : S * A
current scale.

Indicates the reward’s

— f: Designates the state transition function.
f(s,a,s’) = P(s’| s,a) is the probability that state
s transits to s after performing an action a.

— v: Is a value in the range [0, 1]. It is among
the MDP parameters. It defines a discount factor
that is intended to reduce the impact of future
rewards on the present.

There are two main types of
reinforcement models:
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Algorithm 2 Resource_allocation_function (S, 3 Related Work
Resource, WP)

e : I In this section, we provide an overview of some
Require: initialize Q[S, R with considerin . .
qthe (WP) QIS Resource] g recently published approaches that deal with the

if T is the first task then R’;.I for 2 BP Theste fpﬁroac't‘es.t are exh"’.‘”;]i”ed
Agent select aCtion(a) from (Resource) whnile relying on a set ot relevant criteria, wnich are

1:
2
3 Agent observes reward (R)
4

listed below:
QLSi, A = Q(Si’Ref‘)“rce) + a[R + — Business Type: This criterion lets us pinpoint
7 ¥ MATResource (Q(S', Resourcea)  — the process type that is used to ensure its

Q(Si, Resource)] execution through the allocation of internal and

5 T_R =TR+R external resources. Two types of process are

6: end if addressed: a classic BP where its tasks are

7: while T" € [T5...T,,] do . . achieved by the human. However, an automated

8 Agent selects Si according to our policy (p) process gives the process that embeds one or

9:  Agent select (a’) from (Resource) more technologies.

10: Agent observes reward (R’)

11: QISi, A1) = Q(Si, Resource) + a[R + — Granularity: It identifies the processing
v % MaZresource (Q(S, Resourced) — — granularity used in RA. It may be a process or a
Q(Si, Resource)) sub-process that contains one or more tasks.

12: TR=TR+R’
13: end while

— Used resources: Numerous resources can be
addressed to ensure the process’s execution.
During this work, we are interested in the Cloud
and Fog resources. In fact, the Cloud resources
are considered regarding their storage and
processing capacities. Nonetheless, Fog ones
are selected regarding their closer to the end
devices for instance, sensors, cameras, and
SO on.

— Model-free: Means that the model is based
on optimal policies and value functions of the
obtained data regarding the agent’s interaction
with the environment. For the model-free,
the agent learns with trial and error from
experiencing explicit [33].

— Used algorithm: It identifies the algorithms used
to accomplish the RA goal. Referring to the
literature, the RA problem can be solved using
mainly exact methods, heuristic algorithms, and
meta-heuristic algorithms. Moreover, numerous
approaches address the RA using artificial
intelligence (Al) algorithms.

— Model-based:  Refers to learning optimal
behavior from a model of the environment,
taking actions, and observing the outcomes that
include the next state and the immediate reward.
The policy of a model-based can be discovered
using various planning techniques [33].

— Used parameters: This criterion consists
of a set of heterogeneous parameters that
are considered to perform the RA decision.
Our extensive literature review identified the

In our work, we deal with the model-free as it
does not require a model from the environment to
make its decisions compared to the model-based.

In fact, the model-free is characterized by consumed energy, cost, latency, and execution
its simple implementation compared to the tlmg as critical RA criteria. The energy criterion
model-based that requires a lot of memory depicts the amount of consumed energy to
and computation. perform such task. The cost specifies the fee

that must be paid to accomplish a task using

Moreover, the model-free learns more quickly such a resource. The latency is among the
as it does not require a large amount of data to criteria corresponding to the needed time to
learn an optimal policy. transfer data from the task to the used resource.

Computacion y Sistemas, Vol. 28, No. 3, 2024, pp. 1127-1142
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Fig. 3. loRT-aware business process on agriculture field composed by fourteen SESE fragments

However, the execution time sets forward the
required time to execute a task using a resource.

RA  support: Identifies ~ whether  the
studied approaches deal with automatic or
semi-automatic RA. It distinguishes approaches
that refer to systems or processes to allocate
resources without human intervention.

Workflow patterns: Shows the dependency
execution between the process tasks. Back
to the literature, numerous patterns exist in
the BP area, for instance, sequential flow,
parallel split, etc. This criterion identifies which
approaches consider workflow patterns between
tasks during the RA.

Simulation tool:  Simulation is among the
techniques that allow business designers to
represent reality and generate hypothetical
process instances. Different simulation tools
have been developed in the literature to support
the BP execution (e.g., ifogSim, CloudSim, etc.).

This criterion distinguishes the most considered
simulation tool.

Tables 1 and 2 classify the studied approaches
regarding the selected criteria. Referring to table 1,
we remark that most of the recent approaches,
for instance, [35], [15], [12], [11], [23], [7],
and [20] address the RA for the classic BP.
To our knowledge, no work has been proposed
for allocating resources to accomplish loRT-aware
BP execution.

Moreover, from the same table, we note that
some of the studied approaches, for instance,
[11] deal with the Cloud resources for process
execution. However, we noticed a lack of
approaches that used both Cloud and Fog
resources to execute the process. Furthermore,
according to table 1, we denote that few works
cope with the Al algorithms to support the RA.
Indeed, Al has become fundamentally ingrained
within numerous fields, for instance, the BP, and
SO on.
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Table 3. The SESE requirements on MIPS, RAM, size,
and BW

SESE Fragments

MIPS RAM Size BW

SESE1 10 8 60 10
SESE2 20 32 80 20
SESE3 30 40 140 20
SESE4 15 10 75 20
SESE5 30 18 100 40
SESE6 45 28 175 40
SESE7 100 25 400 50
SESES8 80 20 500 10
SESE9 120 38 300 23
SESE10 45 5 500 60
SESE11 145 30 120 70
SESE12 120 2 150 65
SESE13 155 32 250 20
SESE14 60 8 100 23

vorow e e e ﬁagzems B0 % 10 10 1

Fig. 4. Response time of the RL-FCRA according to the
number of the considered SESE fragments

Referring to table 2, we note that most of
the existing approaches (e.g., [12], [25], and
[22]) deal with cost as a primary criterion to
select the appropriate resources. Nevertheless,
several other criteria can impact the selection of
adequate resources. Therefore, the resource’s
energy consumption can be tackled for the RA
decision, where the business manager always
seeks to execute their process using resources that
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consume less energy. Additionally, the execution
time is among the relevant criteria that can impact
the RA decision, where the business managers
attempt to gain time by using resources that require
less time to execute their processes. Furthermore,
the latency can be considered when identifying
suitable resources.

Our literature study points out that several
approaches (e.g., [23, 16, 25, 22]) ignore the
process workflow during the RA decision-making.
However, to ensure the correct process execution,
it seems crucial to capture dependency between
its tasks. In the same setting, we outlined from our
literature review that different methods address the
RA decision using process task, such as [35, 15,
12, 11, 23, 16, 25, 22] rather than the sub-process.

However, addressing resource allocation for
a sub-process ensures the preservation of task
workflow integrity. To bridge the distinguished RA
gaps, we introduce an innovative Al-based RA
methodology to proficiently execute an loRT-aware
BP leveraging Cloud and Fog resources. Our
proposed approach tackles the loRT-aware BP by
dividing it into Single Entry Single Exit (SESE)
fragments, which are blocks comprising one or
more tasks.

Moreover, it manages process workflow to
uphold task dependency execution integrity. This
methodology is rooted in Reinforcement Learning
(RL), capitalizing on its advantages to optimize
performance and adaptability. =~ The proposed
approach defines several goals including reducing
the RA cost, consumed energy, execution time,
and latency.

4 Reinforcement Learning Based
Resource Allocation Approach

Achieving an optimal RA using hand-coded
heuristics and fixed strategies is difficult due
to the heterogeneity of processes and resource
requirements. In this research work, we design and
implement a decision-making approach based on
an artificial intelligence algorithm to accomplish the
selection of adequate Fog and Cloud resources.

The  proposed  approach is called
Reinforcement Learning-based Fog and Cloud
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Resource Allocation, which is referred to as
(RL-FCRA). Figure 2 illustrates an overview of the
suggested RL-FCRA.

It is based on the RL algorithm, and it has
several advantages that have proven worthwhile in
the RA field. It does not require a large data set
compared to the other Al algorithms. Furthermore,
RL does not require training as it can automatically
adapt to new environments.

In this work, we adopted Q-learning as an
RL model-free algorithm. It handles issues
with stochastic transitions and reward values.
In the following, we describe the proposed
approach steps.

4.1 Initialization

Initialization refers to setting the initial values of the
model parameters before it is trained. In the RL
setting, the initialization phase can have a relevant
impact on the algorithm’s performance.

The initial values of the algorithm parameters
can determine how the algorithm achieves its goals
and who can handle the newest situations. Our
proposal has as input an loRT-aware BP divided
into a set of SESE fragments. Each fragment
includes one or more tasks.

The SESE tasks have to be executed using the
Fog and/ or Cloud resources, where each resource
has its initialized parameter values of cost, energy,
execution time, and latency. To initialize the criteria
mentioned above, for each resource, we propose
to simulate the loRT-aware BPs execution using a
simulation tool.

Simulation is among the techniques that allow
business designers to represent reality in a clarified
manner and generate hypothetical process
instances. In the literature, various simulator tools
with different objectives are developed.

According to our literature exercise, we revealed
that ifogSim [9] is among the most used tools for
the simulation of Fog and Cloud environments. It is
an open-source, java-based tool that allows easy
modeling of Fog and Cloud [9].

Moreover, it enables the simulation of the
process execution using Fog/ Cloud resources
under different scenarios and conditions [9]. In
the following, we briefly describe the considered
criteria and how to estimate their values:

— Cost: Reducing expenses stands out as one of
the compelling incentives driving enterprises to
leverage external providers’ resources, including
services, platforms, and infrastructures, for
executing their processes. According to the
authors in [8], the use of external resources
for process execution is primarily guided by
overhead expenses, with careful consideration
given to both the processes and resources to
gauge potential cost savings.

Therefore, we consider the equation 1 to
estimate the execution cost using Fog or Cloud
resource, where the CC presents the current
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Table 4. Scalability of the fog and cloud resources

Case Fogresources Cloud resources

Case1 3 2
Case? 5 5
Case3 10 10
Case4 15 15
Case5 20 20
Caseb 30 30

cost, the R_PM gives the resource rate cost per
MIPS, and the T_Mips presents the total MIPS
of a SESE task:

Cost = CC + (R-PM  T_Mips). (1)

— Energy: Depicts the energy consumed to
perform the execution of process fragments
using Fog and/ or Cloud resources. The
execution of an loRT-aware BP within the
enterprise can be costly in consuming energy
regarding the used devices and equipped
resources. Consequently, business managers
aim to achieve the execution of their processes
with less energy consumption using external
resources. To estimate the consumed energy of
the Fog or Cloud resource to perform a process
task, we propose equation 2, where the CE
represents the current energy consumed by the
resource and T gives the current time:

Energy = CE + (T * Power). (2)

— Execution_Time: Saving time is among the
significant factors encouraging enterprises to
execute their processes using external suppliers’
resources. These latter ones allow business
managers to speed up the execution of their
process where these resources replace human
intervention. To estimate the execution time of a
process fragment on a Fog or a Cloud resource,
we propose the equation 3, where ES gives
the end simulation time SS presents the start
simulation time:

Execution _time = ES — SS. (3)
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— Latency: The required time to transfer data
from the process task to such resource aligns
with the concept of latency. This makes it a
crucial criterion for performing the loRT-aware
BP execution.

Given that IoRT involves tasks encompassing
both IoT and robotics, which can be particularly
sensitive to latency, it is imperative to include
latency as a key consideration.

To gauge the latency value for a process
task on a Fog or Cloud resource, we consider
equation 4, where o presents the tuple CPU
execution delay for sending a request to a
resource and o gives the time to execute the task
on the resource. However, ¢ gives the time taken
to display the information to the end-user device
after processing at the Fog or Cloud node:

Latency = a4+ o + ¢. (4)

4.2 Exploration

In the RL, exploration involves trying different
actions to discover which ones lead to the best
reward. It is considered one of the relevant RL
phases, allowing the agent to achieve their goals
with the best reward.

We model the RA problem using the MDP
which is considered the most popular mathematical
framework for solving RL problems. The MDP
defines the tuple {S, A, P, R}, where:

— S: Presents the environment states. In our work,
we deal with tasks of the SESE fragments as a
set of environment states (see equation 5):

S ={T1,...,Tn}. (5)

— A: Depicts the actions that can be applied to the
environment. In our work, we deal with selecting
the resource as an action. Consequently, we
can perform the selection of a Fog resource
(see equation 6) and/ or Cloud resource (see
equation 7):

Al ={Fog,...,Fogys}, (6)

A2 = {Cloudy, ..., Cloud,}. (7)
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Table 5. Fog and cloud resources features

Resource MIPS RAM UpBW DownBW Rate Per MIPS Busy Power Idle Power
Fog1 155 50 200 100 0,0000006 0,1 0,001
Fog2 200 40 300 110 0,000001 0.2 0.1
Fog3 300 80 600 200 0.0000002 0.7 0.01

Cloud1 100 40 400 100 0,00000003 100 70
Cloud2 1000 500 10000 1000 0,000000005 200 200
Cloud3 1500 750 900 900 0,0000004 750 310

— P: Sets forward the policy that is considered
for an RL algorithm. To achieve the Fog and
Cloud RA goal, we propose our policy that allows
the agent to receive an SESE coarse-grained
decision D generated by the Multi-Criteria
Decision Method (MCDM) approach presented
in [6]. The coarse-grained decision gives
the selected environment (e.g., Fog, Cloud,
Fog&Cloud, in-house).

If the decision D equals Fog, the agent will
choose actions from the set of Fog resources
Al. In the case where the selected decision
D is equal to Cloud, the agent will target the
Cloud resources A2 to choose the adequate
resources for the SESE tasks. However, where
the decision D equals Fogé&Cloud, the agent
will select the resources from both resource
sets. Finally, where the in-house gives as the
coarse-grained, the agent refrains from selecting
any resources.

After identifying the set of resources, the
agent initializes its Q-table values and applies
algorithm 2 to both update the Q-table and
select the appropriate resource. Based on
algorithm 2, the agent selects the first task
for each SESE and distinguishes the adequate
resource according to the estimated reward RT
value. After that, it performs the other SESE
tasks, which aim to optimize the reward value as
detailed in equation 8.

Hence, it is relevant to note that to achieve
the RA goal, the agent takes into account the
workflow patterns between tasks. As required by
the process’s functional requirements, workflow
patterns give the execution dependencies of

the process tasks. During this work, We
rely on the de facto BPMN standard [24] to
consider the process workflow patterns (e.g.,
sequence, parallel, loop, etc.). After each
iteration, the agent updates the Q-table values.
The job repeats until the number of episodes
(processes) is reached (see algorithm 1).

— R: Gives the reward function of the proposed
RL-FCRA. Our proposed reward function (see
equation 8) relies on the cost C, energy E,
execution time FET, and latency L. When
selecting the resource, we aim to reduce its
costs and consumed energy. Moreover, we
intend to minimize the latency and execution
time to speed up the resource selection:

R=2+xC+2xE+ (ET+L)x(1/2). (8)

4.3 Exploitation

Exploitation is among the proposed RL-based RA
approach. It involves leveraging accumulated
knowledge to make optimal decisions. In the
proposed RL-FCRA, the goal refers to make a
decision based on the identified policy to minimize
the cumulative reward through the reduction of the
cost, energy, execution time and latency values.

In algorithm 1, we detail the RL-FCRA based on
Q-learning, as a RL algorithm. This approach has
as input a set of loRT-aware BPs modeled using
the plug-in presented in [5]. We have divided each
loRT-aware BP into a set of Single Entry Single Exit
(SESE) fragments to perform the RA goal using the
Refined Process Structure Tree technique (RPST).
Each SESE defines its workflow patterns between
tasks (e.g., sequence, parallel, split, etc.).
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Table 6. Comparison of RL-FCRA compared to the other
RA approaches regarding the cost, energy, execution
time, and latency

Measured metrics FIFO RLRAM RL-FCRA

Cost ($) 86.46  44.85 45.00
Energy(KJ) 54.50 53.3 12.87
Execution time (s) 1.455 1.442 1.105
Latency (mi/s) 0.04 0,89 0,04

Moreover, the proposed RL-FCRA has as input
a set of Fog resources Al and Cloud ones A2
For a specific SESE, the agent receives the
coarse-decision (e.g., Fog, Cloud, Fog&Cloud,
in-house). According to this decision, the agent
initializes the state S and its actions Al and/
or A2. Subsequently, it invokes the Resource
Allocation algorithm (refer to Algorithm 2) to
determine the optimal resource allocation for each
SESE task. This allocation is contingent upon the
identified strategy and the proposed equations for
calculating rewards.

5 Evaluations and Discussion

The goals of our experimental evaluations are
two-fold:

— Examine the scalability of the RL-based RA
approach concerning the number of (i) SESE,
(i) loRT-aware BPs (episodes), and (iii) Fog/
Cloud resources.

— Estimate the cost, consumed energy, response
time, and latency compared to other commonly
RA approaches.

To conduct these experiments, we implemented
the suggested approach using the Eclipse tool. It
is defined as a free and Java-based development
platform that allows developers to implement
systems and applications within different fields.

In our experiments, we considered a dataset
of loRT-aware BPs in the agriculture field. These
processes were defined in the frame of the
PRECIMED project [26] and are developed under
the Eclipse Modeling Framework (EMF) using the
extended BPMN 2.0 modeler plug-in.
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In Figure 3, we give an example of the
developed loRT-aware BPs, where this process
presents a smart irrigation management
system that aims to boost water-use efficiency
and nutrients.

We divided the process into various SESE
blocks using the Refined Process Structure
Tree (RPST) technique. Each SESE has its
requirements regarding the million instructions per
second (MIPS), random access memory (RAM),
size, and bandwidth (BW) (see Table 3).

In the first experiment, we aim to estimate the
required time to select adequate resources for
each SESE tasks. In this setting, we measure the
response time to allocate a resource regarding the
number of process fragments and the number of
considered processes.

Considering the results presented in Figures 4
and 5, we notice that the proposed RL-FCRA
depends (i) on the considering SESE fragments
of each loRT-aware BP and (ii) the considered
episodes (number of the IoRT-aware BPs).
Therefore, we observe that the response time is
directly proportional to the size of the involved
fragments and episodes.

The obtained results are justified by the limited
capacities (e.g., MIPS, RAM, etc.) of the selected
resource, which can result in a longer response
time, where the agent struggles to keep up with the
requirements of the SESE fragment.

Moreover, we assess the response time of
the RL-FCRA by varying the available resources
provided by the Fog and Cloud. In this setting, we
consider the process presented in Figure 3, which
comprises fourteen SESE fragments.

The considered Fog and Cloud resources
are presented in table 4. These resources
are generated using the ifogSim. The result
of this experimentation is shown in Figure 6.
Figure 6 shows that the response time depends
on the number of available Fog and/or Cloud
resources, where the time increases regarding the
considered resources.

This is due to the exploitation phase ensured
by the RL agent which should estimate the reward
for each resource and then select the suitable
one. In the context of the RL-FCRA evaluation,
we conducted another experiment that aims to
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compare the rewarded cost, energy, execution
time, and latency of our proposal with other RA
approaches. The considered approaches are
described in the following:

— FIFO: The First-In-First-Out strategy that aims to
implement an unbiased conflict solver because
it neglects properties of work items (SESE) and
the state of resources [34].

— RLRAM: The Reinforcement Learning Based
Resource Allocation Mechanism (RLRAM) aims
to propose an optimal RA to the classic BP by
trying to minimize the cost [13].

To be able to make this comparison in relevant
conditions, the proposed RL-FCRA, RLRAM, and
FIFO approaches were executed using the same
input configuration of BPs, Fog, and Cloud
features. In this setting, we take into account
the process (see Figure 5) as an loRT-aware BP
that grouped fourteen SESE fragments, where
each SESE has its characteristics (see table ??).
Moreover, we consider a set of twenty Fog
resources (Fog; where i € [1..20]), and twenty
Cloud resources (Cloud; where j € [1..20]). Table 5
gives some examples of the resource features
regarding their mips, ram, up bw, down bw, rate
per mips, busy power, and idle power values.

Table 6 shows the results of the set forward
experiment. It shows that the RL-FCRA
outperforms FIFO and RLRAM regarding the
consumed energy during the execution of the
loRT-aware BP instance (see table 6). Moreover,
we denote from table 6 that our approach requires
1.10s to achieve the execution of the process while
the FIFO requires 1.45s to execute it. Furthermore,
the estimated latency for the RL-FCRA is around
0.04s. This value is relatively reduced compared
to the RLRAM approach which is estimated to be
0.89s. However, for the cost parameter, we note
that the proposed approach is less than FIFO.

The experimental results indicate that the
RL-FCRA offers a substantial advantage in
optimizing the performance of RA in BPM, which
confirms the usefulness of our approach and
demonstrates its relevance compared to RLRAM
and FIFO approaches.

6 Conclusion and Future Work

With the proliferation of Industry 4.0, business
managers nowadays seek to benefit from loT
and robotics that bring them enormous change
in production systems, especially in shorter lead
times, flexibility in manufacturing, etc. This led
to loRT-aware BPs. Nonetheless, executing such
a process inside the enterprise may be costly
due to the consumed resources, the need for
computational capacity, etc.

To close these gaps, the business process
outsourcing (BPO) strategy can be carried out to
externalize the loRT-aware BP for Cloud and Fog
environments. Towards this objective, we proposed
a RL-based approach to achieve an optimal
allocation of the Fog and Cloud resources for
executing an loRT-aware BP, where this approach
addressed the cost, consumed energy, execution
time, and latency.

In future directions, we will address some
of the current study limitations such as
Fog devices’ security and mobility issues.
Furthermore, in the future, we aim to enhance our
proposal by scheduling the RA for the different
process fragments.

References

1. Abdulgadir, H. R., Zeebaree, S. R., Shukur,
H. M., Sadeeq, M. M., Salim, B. W., Salih,
A. A, Kak, S. F. (2021). A study of moving
from cloud computing to fog computing.
Qubahan Academic Journal, Vol. 1, No. 2,
pp. 60—70. DOI: 10.48161/gaj.vin2a49.

2. Costa, B., Bachiega, J., de-Carvalho, L. R.,
Araujo, A. P. F. (2023). Orchestration in fog
computing: A comprehensive survey. ACM
Computing Surveys, Vol. 55, No. 2, pp. 1-34.
DOI: 10.1145/3486221.

3. ElHalawany, B. M., Wu, K., Zaky,
A. B. (2020). Deep learning based
resources allocation for internet-of-things
deployment underlaying cellular networks.
Mobile Networks and Applications,
Vol. 25, No. 5, pp. 1833-1841.
DOI: 10.1007/s11036-020-01566-8.

Computacion y Sistemas, Vol. 28, No. 3, 2024, pp. 1127-1142

doi: 10.13053/CyS-28-3-4971



ISSN 2007-9737

1140 Najla Fattouch, Imen Ben-Lahmar, Khouloud Boukadi

4.

10.

Computacion y Sistemas, Vol. 28, No. 3, 2024, pp. 1127-1142

Fattouch, N., Lahmar, I. B., Boukadi, K.
(2021). A comprehensive architecture for an
loRT-aware business process outsourcing into
fog and cloud computing. Proceedings of
the Tunisian Algerian Conference on Applied
Computing, Vol. 3067, pp. 164—172.

Fattouch, N., Lahmar, |. B., Boukadi,
K. (2022). Towards A meta-modeling
approach for an loRT-aware business

process. Proceedings of the 36th International
Conference on Modelling and Simulation
(ECMS), European Council for Modeling and
Simulation, Vol. 36, No. 1, pp. 29-35.

Fattouch, N., Lahmar, I. B., Rekik, M.,
Boukadi, K. (2022). Decision-making
approach for an loRT-aware business process
outsourcing. Digital, Vol. 2, No. 4, pp. 520-537.
DOI: 10.3390/digital2040028.

Gao, H., Jin, T, Feng, C., Li, C,
Chen, Q., Kang, C. (2024). Review of
virtual power plant operations: Resource

coordination and multidimensional interaction.
Applied Energy, Vol. 357, pp. 122284. DOI: 10.
1016/j.apenergy.2023.122284.

Govindan, K., Agarwal, V. Darbari,
J. D, Jha, P. (2019). An integrated
decision making model for the selection

of sustainable forward and reverse
logistic providers. Annals of Operations
Research, Vol. 273, No. 1, pp. 607-650.

DOI: 10.1007/s10479-017-2654-5.

Gupta, H., Dastjerdi, A. V., Ghosh, S. K,,
Buyya, R. (2017). iFogSim: A toolkit
for modeling and simulation of resource
management techniques in the internet of
things, edge and fog computing environments.
Software: Practice and Experience, Vol. 47,
No. 9, pp. 1275—1296. DOI: 10.1002/spe.2509.

Hailu, T, Chebo, A. K. (2024).
Mapping business process outsourcing
and innovation towards a future

research. Business Process Management
Journal, Vol. 30, No. 1, pp. 158-182.
DOI: 10.1108/BPMJ-03-2023-0182.

doi: 10.13053/CyS-28-3-4971

12.

13.

14.

15.

16.

17.

18.

. Halima, R. B., Kallel, S., Ahmed-Nacer,

M., Gaaloul, W. (2021). Optimal business
process deployment cost in cloud resources.
Journal of Supercomputing, Vol. 77, No. 2,
pp. 1579—-1611.

Havur, G., Cabanillas, C., Polleres,
A. (2022). Benchmarking answer set
programming systems for resource allocation
in business processes. Expert Systems
with Applications, Vol. 205, pp. 117599.
DOI: 10.1016/j.eswa.2022.117599.

Huang, Z., van-der-Aalst, W. M. P., Lu,
X., Duan, H. (2011). Reinforcement learning
based resource allocation in business process
management. Data & Knowledge Engineering,
Vol. 70, No. 1, pp. 127-145. DOI: 10.1016/j.
datak.2010.09.002.

Hummaida, A. R., Paton, N. W., Sakellariou,
R. (2022). Scalable virtual machine migration
using reinforcement learning. Journal of Grid
Computing, Vol. 20, No. 2, pp. 15. DOI: 10.
1007/s10723-022-09603-4.

lhde, S., Pufahl, L., Volker, M., Goel,
A., Weske, M. (2022). A framework for
modeling and executing task-specific resource
allocations in business processes. Computing,
Vol. 104, No. 11, pp. 2405-2429. DOI: 10.
1007/s00607-022-01093-2.

Kallel, A., Rekik, M., Khemakhem, M. (2020).
loT-Fog-Cloud based architecture for smart
systems: Prototypes of autism and COVID-19
monitoring systems. Software: Practice and

Experience, Vol. 51, No. 1, pp. 91-116.
DOI: 10.1002/spe.2924.

Kim, S. H., Jeong, J. H., Aridi, A,
Jun, B. (2023). Factors that affect the

technological transition of firms toward the
industry 4.0 technologies. IEEE Access,
Vol. 11, pp. 1694-1707. DOI: 10.1109/
ACCESS.2022.3233390.

Koken, B. (2015). Cloud robotics platforms.
Interdisciplinary  Description of Complex
Systems: INDECS, Vol. 13, No. 1, pp. 26-33.
DOI: 10.7906/indecs.13.1.4.



19.

20.

21.

22,

23.

24.

25.

ISSN 2007-9737

Reinforcement Learning Based Fog and Cloud Resource Allocation for an loRT-aware Business Process 1141

Lakhan, A., Mohammed, M. A., Obaid,
O. L., Chakraborty, C., Abdulkareem, K. H.,
Kadry, S. (2022). Efficient deep-reinforcement
learning aware resource allocation in
SDN-enabled fog paradigm. Automated
Software Engineering, Vol. 29, No. 1, pp. 1-25.
DOI: 10.1007/s10515-021-00318-6.

Lopez-Pintado, O., Dumas, M., Berx, J.
(2024). Discovery, simulation, and optimization
of business processes with differentiated
resources. Information Systems, Vol. 120,
pp. 102289. DOI: 10.1016/].is.2023.102289.

Masuda, Y., Zimmermann, A., Shirasaka,
S., Nakamura, O. (2020). Internet of
robotic  things with digital platforms:
Digitization of robotics enterprise. Smart
Innovation, Systems and Technologies,
Springer, Vol. 189, pp. 381-391.
DOI: 10.1007/978-981-15-5784-2 31.

Metzger, A., Kley, T., Palm, A. (2020).
Triggering  proactive  business  process
adaptations  via  online  reinforcement

learning. Proceedings of the 18th Business
Process Management Conference (BPM),
Springer, Vol. 12168, pp. 273-290.
DOI: 10.1007/978-3-030-58666-9_16.

Neubauer, T. R., da-Silva, V. F., Fantinato,
M., Peres, S. M. (2022). Resource
allocation optimization in business processes
supported by reinforcement  learning
and process mining. Lecture Notes in
Computer Science, Vol. 13653, pp. 580-595.
DOI: 10.1007/978-3-031-21686-2_40.

OMG, O., Parida, R., Mahapatra, S. (2011).
Business process model and notation (BPMN),
version 2.0. Object Management Group,
Vol. 1, No. 4, pp. 18.

Palm, A., Metzger, A,
(2020). Online  reinforcement
for  self-adaptive  information
Proceedings of the 32nd International
Conference  on  Advanced Information
Systems Engineering (CAISE), pp. 169—-184.
DOI: 10.1007/978-3-030-49435-3_11.

Pohl, K.
learning
systems.

26

27.

28.

29.

30.

31.

32.

33.

Precimed (2022). precimed. precimed-prima.
org/fr/a-propos-de-precimed/.

Rebmann, A., Rehse, J., Pinter, M,
Schnaubelt, M., Daun, K., Fettke, P. (2020).
loT-based activity recognition for process
assistance in human-robot disaster response.
Business Process Management Forum BPM,
Springer, Vol. 392, pp. 71-87. DOI: 10.1007/
978-3-030-58638-6_5.

Rekik, M., Boukadi, K., Ben-Abdallah,
H. (2017). A framework for cloud selection
based on business process profile. Lecture
Notes in Business Information Processing,
Springer, Vol. 299, pp. 97-110. DOI: 10.1007/
978-3-319-65930-5_.

Simoens, P, Saffiotti,
A. (2018).
things: A

value and

Dragone, M.,
The internet of robotic
review of concept, added
applications. International
Journal of Advanced Robotic Systems,
Vol. 15, No. 1, pp. 1729881418759424.
DOI: 10.1177/1729881418759424.

Sutton, R. S., Barto, A. G. (1999).
Reinforcement learning:  An introduction.
Robotica, Vol. 17, No. 2, pp. 229-235.
DOI: 10.1017/S0263574799271172.

Talaat, F. M. (2022). Effective prediction and
resource allocation method (EPRAM) in fog
computing environment for smart healthcare
system. Multimedia Tools and Applications,
Vol. 81, No. 6, pp. 8235-8258. DOI: 10.1007/
s11042-022-12223-5.

Volkova, V. N., Chemenkaya, L. V.,
Desyatirikova, E. N., Hajali, M., Khodar,
A., Osama, A. (2018). Load balancing
in cloud computing. Proceedings of the
IEEE Conference of Russian Young
Researchers in Electrical and Electronic
Engineering (ElConRus), pp. 387-390.
DOI: 10.1109/EIConRus.2018.8317113.

Wang, X., Wang, S., Liang, X., Zhao,
D., Huang, J., Xu, X., Dai, B., Miao,
Q. (2024). Deep reinforcement learning: a
survey. IEEE Transactions on Neural Networks
and Learning Systems, Vol. 35, No. 4,

Computacion y Sistemas, Vol. 28, No. 3, 2024, pp. 1127-1142

doi: 10.13053/CyS-28-3-4971



ISSN 2007-9737

1142 Najla Fattouch, Imen Ben-Lahmar, Khouloud Boukadi

pp. 5064-5078. DOI: 10.1109/TNNLS.2022. 35. Zbikowski, K., Ostapowicz, M., Gawrysiak,

3207346. P. (2021). Deep reinforcement learning for

i ; llocation in business processes.
34. Yi, L, Cao, S., Wu, Y. (2021). Coding resource a'lo

schemes and resource allocations for the Er(gﬁsos1(I;A()I;}ggsv?\,lo()rgf?g?g%5f)op'13177_189'

multi-task coded distributed computation. S -o- 13.

Proceedings of the IEEE International
Conference on Communications Workshops

(ICC), IEEE, pp. 1-6. DOI: 10.1109/ Article received on 03/05/2024; accepted on 12/06/2024.
ICCWorkshops50388.2021.9473518. *Corresponding author is Najla Fattouch.

Computacion y Sistemas, Vol. 28, No. 3, 2024, pp. 1127-1142
doi: 10.13053/CyS-28-3-4971



