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Abstract. Patterns of use of social networking sites like

Instagram can be indicators of the mental state of users.

Of particular interest to the HCI community are those

markers and patterns useful for inferring the mental

health of users experiencing depressive episodes or

moods. Detecting individuals’ depressive moods through

their typical Instagram activity remains a challenge due

to the diversity of the content posted. Previous research

often focuses on retrieving content of hashtags related

directly to depression for analysis. Thus, although based

on real posts, results can be highly biased. Analyzing

all user posts in individuals’ day-to-day lives can yield

ecologically valid findings, but it is challenging. We

conducted an observational study aimed at detecting

the depressive moods of users from their Instagram

posts. We analyzed text, images, and posting behavior

using two approaches: inferential statistics and machine

learning. Our results indicate that the time of day

and the hue levels of a posted image could lead

to the detection of depressive moods. Furthermore,

our machine-learning approach yielded up to 65% of

accuracy. Although our study yields ecologically valid

findings, several challenges remain to be addressed

due to the heterogeneity of the dataset, as it typically

happens in real-world studies.

Keywords. Social networking sites, depressive

mood detection, Instagram, machine learning, behavior

analysis, image analysis, text analysis, transfer learning.

1 Introduction

Depression is one of the leading causes of

disability around the world, affecting about 300

million people [42]. Detecting and treating

depression in young people is therefore

paramount. Young people tend to seek help

and support on social networking sites (SNS)

through externalization [16, 2], where they share

how they feel about certain situations or topics.
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In these situations, their friends and relatives can

help them by showing support or care [3].

Instagram posts describing antidepressant use

have increased exponentially from 2010 to 2018

[14]. Instagram acknowledges the importance of

this topic by showing a message when a user

searches for images related to certain keywords

such as depressed (see Figure 1).

Users have reported five primary social and

psychological motives for using Instagram: social

interaction, archiving, self-expression, escapism,

and peeking [22]. Images and text shared in

posts can be analyzed to unravel patterns that can

signal the presence of depression, such as the

preferences of colors [6], certain topics through

images or captions [2, 3], the use of certain words

[38], image filters [31], or explicitly expressing

depressive symptoms [20].

Social media markers have been reported

as a valid way to detect depression [20, 31].

On Instagram, these markers significantly differ

between depressed people and nondepressed

people, which include the number of Instagram

followers, frequency of Instagram use or content of

messages, and filters [20, 31].

A qualitative analysis of depression-related

posts on Instagram revealed different types of

disclosures individuals make in the context of

depression-tagged posts [3]. In [17], authors

found that people with depressive symptoms are

more likely to prefer the use of Twitter over

Instagram and Facebook.

Also, in [24] was reported that more frequent

Instagram use had associations with greater

depressive symptoms when users reported a high

proportion of strangers followed. Finally, negative

social comparison has been one of the reasons for

depressive symptoms [24, 26].

With regards to Facebook, having few

Facebook friends and mutual friends, posting

frequently, and using few location tags are

positively correlated with depressive symptoms

[20]. Nonetheless, other works report that

Facebook can work as a protective factor against

depressive symptoms [17].

In this work, we focus on the in-the-wild usage

of Instagram to study depressive moods since it

Fig. 1. Screenshot of the Instagram mobile app when

looking for images related with keyword depressed

is an SNS that has been popular with younger

generations.

In addition, Instagram’s nature of promoting

oneself and telling others about what is

happening during your day contrasts with other

discussion-oriented SNSs (e.g., Twitter) [28],

which makes Instagram a suitable platform to

analyze users’ content and investigate whether it

can reveal their moods.

As opposed to previous works that use surveys

[24, 23, 22, 17, 26, 30, 33] or analyze posts

filtered by depression-related hashtags such as

#depression or #depressed [2, 3, 14, 29, 1], in

this work we developed a tool to collect Instagram

posts of young adults (i.e., our participants) and

ask them to answer the PANAS-X inventory each

time they posted.

Next, we analyzed those images, text, and

posting behavior to associate them with depressive

moods as users go by in their daily lives.

We used two approaches: inferential statistics

and machine learning.

Analyzing in-the-wild posts can be challenging

since there may be posts that are completely

unrelated to the posters’ moods. In this

regard, our study yields ecologically valid results

and understandings of how SNS are used in

real life [4, 7].
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Fig. 2. Snapshots of the web-based app (In spanish)

2 Related Work

The interest in identifying users’ internal states

through Instagram posts has increased in the last

decade [24, 23, 22, 17, 26, 30, 33, 2, 3, 14,

29]. Observational studies typically use self-report

data to find associations between psychological

inventories and behavior [24, 23, 22, 17, 26,

30, 33]. Other works, however, have focused

on analyzing Instagram posts seeking behavior

patterns from images, text, and emoticons. In

this section, we describe works that focus

on the analysis of text, images, and posting

behavior in SNS.

2.1 Text Analysis in SNS

Text analysis tools and techniques have been

increasingly used to get insights into the users’

internal states (e.g., mood and emotions),

or other psychological traits [38, 18]. Text

analysis has been particularly used to explore

and predict different mental disorders through

posts on SNSs [9, 11].

Previous works have shown that certain

keywords in SNS posts can be used to identify

individuals with mental disorders. For instance,

these types of posts include hashtags such as

#depression, #anxiety or #suicide, among other

words that may be related to mental disorders such

as the names of antidepressants [14] or the name

of the disorder itself [9, 10, 27].

For instance, in [10] it was proposed a lexicon

of depressed users on Twitter and found that

some recurrent themes were related to symptoms

(e.g., anxiety, withdrawal, severe, delusions),

disclosure (e.g., fun, play, helped, god), treatment

(e.g., medication, side-effects, doctor, doses),

and relationships (e.g., home, woman, she, him).

Authors from [34] showed that college students

with depression often use more personal singular

pronouns at the moment of writing. Although
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Fig. 3. Random sample of 50% of the images posted by individuals who were categorized in the minimal, mild, moderate,

and severe classes. Images have been intentionally blurred for privacy

this study was carried out with written essays,

these findings could potentially be extrapolated

to SNS posts.

Another approach often used is sentiment

analysis since keywords and words used by users

with mental disorders are often charged with

negative emotions [11, 43]. For example, it has

been reported that some words such as issues,

bad, or anxiety could be used to predict the jump

from depression to suicidal thoughts [11].

Some of these words had high frequency

like other less negative ones such as make,

around, time, when, where, and others. However,

this could raise some concerns as people might

not be completely honest on SNS by purposely

undermining their own negative feelings so others

do not feel bad for them [12] or by expressing

more positive emotions than they are actually

experiencing since it might attract more attention

to the post [37].

Text analysis per se can be challenging, but

it can be more difficult if analysis is carried out

without further context. For a more precise

interpretation of the users’ moods, more data

associated with the users moods at the time of

posting is required.

2.2 Image Analysis on SNS

The content of shared images can include data

about the user’s interests and potentially about

their mental state or mood. Examples of these
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Table 1. Face data extracted by Google cloud vision API grouped by Beck’s class

Beck’s
Class

Users
(N)

Images
(N)

Faces
(N)

Faces
(Max N)

Faces
(Mean)

Positive Emotion
(Mean)

Negative Emotion
(Mean)

Minimal 17 151 138 10 0.9139 25.0066 14.7615

Mild 5 65 33 10 0.5076 18.0461 12.1538

Moderate 7 53 67 8 1.2641 27.0377 20.4905

Severe 6 56 55 10 0.9821 18.6428 21.6250

Table 2. Face data extracted by Google cloud vision API grouped by the PANAS-X main categories

PANAS-X
Category

Images
(N)

Faces
(N)

Faces
(Max N)

Faces
(Mean)

Positive Emotion
(Mean)

Negative Emotion
(Mean)

Positive 180 184 10 1.0222 28.2722 13.5888

Negative 45 35 8 0.7777 15.3777 29.0222

Neutral Positive 44 32 6 0.7272 20.4772 20.6818

Neutral Negative 56 42 6 0.7500 13.2857 11.6785

types of content include the number of faces (i.e.,

individuals) in the image, the predominant color,

and the types of objects, among others.

The content of Instagram images has been

analyzed and linked to different aspects of users.

For example, when studying the relationship

between personality traits and gender, and the

images posted, researchers found a link between

extraversion and gender of users [21].

Likewise, [36] extracted objects using Microsoft

Azure Cognitive Services with the aim of

classifying images into thousands of categories,

such as car, city, interior, and others, and used

them to determine the age and gender of users.

The relationship between mental health and

shared photos has also been studied.

For example, in [27] studied the relationship

between several visual attributes of the images

such as color, themes or emotions, and

self-disclosures of Instagram users related to

their mental health. Images shared on SNSs have

also been used for detecting depression.

In [31] analyzed the content of images and data

such as the number of posts per day or the number

of likes to compare nondepressed and depressed

individuals. Features such as the number of faces

in the photos and color properties were related

to depression.

However, the dataset entries were observed

and labeled through crowdsourcing with Amazon’s

Mechanical Turk, which could have introduced a

bias since emotions can be interpreted differently

by third parties.

Moreover, the user who posted the image might

have a salient emotion at the moment of posting,

which could have been missed by annotators since

they are only looking at the image.

Then, having third parties annotate the images

of others can be a challenge to derive adequate

findings, since different cultures or experiences can

shape or bias the annotations.

In another study, [46] used a deep regression

network (deemed DepressNet) to analyze faces

since they might indicate a depressive disorder.

However, apart from selfies, users on Instagram

typically post different types of images, such as

landscapes, artwork, or pets, which makes it

difficult to deploy in the wild.

Finally, in [8] used multimodal data from

Instagram posts, including the content of images,

text, and user’s behavior, to detect users with

depressive moods. For the image analysis,
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Table 3. Number of images with animals and sketches grouped by the Beck’s class

Beck’s Category Animals Sketches
% of Total Images by

Beck’s Category

Minimal 14 16 19.87

Mild 10 12 33.85

Moderate 4 2 11.32

Severe 9 2 19.64

Total 37 32 84.68

Fig. 4. Posting activity from all users throughout the duration of the study (x-axis = days; y-axis = participants)

used the AlexNet Convolutional Neural Network

for transfer learning to get a prediction score of

depressive images.

Afterward, they merged individual predictions

for image, text, and behavior for an overall

prediction. Although the dataset was obtained from

real users, they retrieved the dataset by searching

specific depression keywords on Instagram users’

profiles, which could have biased the results

toward individuals who self-describe as depressed.

In general, there is a need for conducting

studies that analyze data coming from individuals

with their typical behavior on SNS, i.e., ecologically

valid findings. Moreover, research must consider a
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Fig. 5. Posts binned per the hour of day (x axis = time of day; y axis = number of posts)

wider range of posts from users [29] as opposed

to selecting posts with specific hashtags (e.g.,

#depression), which can bias the results and

our understanding of the manner in which these

aspects take place in the real world.

3 Methods

We carried out an observational study to collect

users’ Instagram posts from which we analyzed

text, images, and posting behavior (i.e., time

of post).

In this section, we describe the participants,

research procedure, dataset, and data

preprocessing.

3.1 Participants

We used a convenience sampling method to recruit

participants. The invitations to participate in the

study were sent through electronic media such as

WhatsApp or Facebook Messenger.

We recruited 50 individuals from Northwest

Mexico, from which 35 participants (13 male)

remained until the end of the study.

Our participants were, on average, 23.51 years

old (SD = 3.36), ranging 19-40 years old. Sixteen

(16) of them (45.71%) were university students.

34% of the participants said they were regular

users of Instagram. All our participants were

native speakers of Spanish. All participants signed

an informed consent. No monetary incentive

was given.
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Fig. 6. General negative affect (GNA) and general positive affect (GPA) from PANAS-X across the Beck’s classes

3.2 Instruments

We used the following instruments to obtain data in

the wild.

3.2.1 PANAS-X

We used the validated Spanish version of the

PANAS-X [32], which has 46 items to measure the

positive affect and negative affect using a 5-point

Likert-like scale (1 = Lightly or nothing; 5 = Always).

The original English version consists of 60

items [41]. The PANAS-X shows two different

kinds of categories for both ends of the valence

spectrum: General Positive Affect (GPA) and

General Negative Affect (GNA), as well as the

Basic Positive Affect (BPA) and Basic Negative

Affect (BNA). GPA and GNA are directly related

to the results of the more commonly used PANAS

[41], as they are composed of the same items.

Their basic counterparts are composed of

different kinds of items that are only present in

PANAS-X and reach other kinds of emotions

like fear, sadness, guilt, hostility, joviality,

self-assurance, and attentiveness.

The rationale behind PANAS-X’s positive and

negative affect is that people are able to feel both

kinds of emotions at the same time in the same

high or low intensity levels.

It is possible to detect intense joy or happiness

while also detecting strong feelings of sadness or

anger through these questionnaires. Such cases

can be related to being confused about what one

can feel about certain situations.

3.2.2 Beck’s Depression Inventory

Beck’s depression inventory (BDI) [35] is a Spanish

version of a psychological test used to evaluate the

depressive symptomatology of people.

The BDI has 21 items designed to assess the

severity of symptoms of depression in adults and

adolescents. The BDI has a score range of 0 to 63,

depending on the option selected by the person.

This score helps researchers and health

professionals categorize the level of depression

according to people’s symptoms in order to identify

its intensity or evaluate its therapeutic progress.
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Table 4. Pearson’s R correlation between PANAS-X affect scores, and SentiStrength and Google AutoML

SentiStrength
Positive Affect

SentiStrength
Negative Affect

Google AutoML
Natural Language Value

GPA

r 0.037 -0.004 0.101

N 325.0 325.0 325.0

p 0.256 0.474 0.035

GNA

r -0.069 -0.086 -0.108

N 325.0 325.0 325.0

p 0.106 0.061 0.025

Table 5. Contingency table showing the number of posts per week

Beck’s Class Week 1 Week 2 Week 3 Week 4 Week 5 Total

Minimal 32 36 27 28 28 151

Mild 5 16 10 21 13 65

Moderate 10 9 8 16 10 53

Severe 13 16 8 12 7 56

Total 60 77 53 77 58 325

3.2.3 Web-Based App for Data Collection

We developed a web-based app (Figure 2)

to retrieve the users’ latest posts using their

Instagram (IG) handle. Every time the users posted

on IG, our web-based app retrieved the posted

image, text, and date.

Below the retrieved image from the IG post, the

app displayed the PANAS-X questionnaire so that

our participants could rate the types of emotions

felt at the moment of posting that particular image.

This strategy differs from previous approaches

since it provides not only the data linked to the post

(e.g., image, text, timestamp) but also about their

emotions at the time of posting.

3.3 Data Collection Protocol

Thirty-five individuals participated in this study who

received a demographic questionnaire and Beck’s

depression inventory (BDI) in Spanish [35], which

they responded to online without supervision.

First, we explained to the participants the

general purpose of the study. Also, we asked them

about their frequency of use of IG and IG handle.

Of the 35 participants, 17 obtained a Beck score

that falls in the category of minimal depression

(score 0-13), 5 in mild depression (score 14-19),

7 as moderate depression (score 20-28), and 6

with severe depression (score 29 or more). The

procedure was as follows:

– For 32 days, participants had to use Instagram

as they would typically use it. We suggested our

participants post 4 times per week, although this

was not compulsory.

– After each post, they were asked to answer the

PANAS-X that corresponded to that publication

using our Web-based app.

– In the event that the participant posted and did

not answer the corresponding PANAS-X after a

few hours, one of the authors sent a reminder via

the WhatsApp or Instagram messaging service.

4 Data Preprocessing and Feature
Extraction

A total of 325 entries were posted by the 35

participants. On average, each user posted 9.28

times (SD = 4.94) throughout the duration of the

study. From the 325 images, 151 were posted by

participants in the category of minimal depression,
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Table 6. Contingency table showing the number of posts

per time of day

Beck’s class Morning Afternoon Night Total

Minimal 85 5 61 151

Mild 44 2 19 65

Moderate 35 7 11 53

Severe 27 1 28 56

Total 191 15 119 325

Table 7. Results with the 16-day time window

Classifier Accuracy Precision Recall F1-Score

SVM 0.65 0.65 0.55 0.55

RF 0.62 0.49 0.66 0.46

LR 0.65 0.65 0.55 0.55

according to Beck’s depression inventory, 65 by

participants in the mild class, 53 by those in

the moderate class, and 56 by participants who

were categorized as severely depressed. Figure

3 shows a random sample of the images posted by

users from all depression categories.

From the 325 entries, 46 entries consisted of

image-only publications. From these, 18 entries

came from participants categorized in the minimal

class, 19 from participants in the mild class, 2

from participants in the moderate class, and 7 from

those classified as severely depressed, according

to Beck’s depression inventory.

From the 279 posts that included text, they

included a mean text description of 11.59 words

(SD = 19.91). Each text record consisted of the

following: post ID (Integer), IG handle (string),

timestamp (Integer), text description (string),

image URL (string), and type of post (string:

carousel, video, or image).

In summary, the dataset consisted of 325 image

files, 279 text records, and 325 46-tuple vectors,

i.e., one PANAS-X answer per post. To analyze

the content of posts, we extracted features by

preprocessing the data using state-of-the-art tools.

4.1 Text Processing

For studying the link between the text of an IG

post and the emotions reported by the participants,

we used two different tools that identify the

general emotion from the given text and also

provide additional information that can be related

to depression, such as the amount of singular or

plural pronouns, which has been reported to be

relevant in depressed students [34].

The first tool was the Google AutoML Natural

Language [13], which delivers the magnitude

and value score of the identified emotion in

the text, pronoun count, first-person pronouns,

first-person singular pronouns, plural pronouns,

and first-person plural pronouns.

The second tool used was the Spanish version

of SentiStrength [40], original version by [39],

which delivers the negative and positive scores

from the identified emotion in the text. In the case

of SentiStrength, we removed emoticons since the

tool is unable to detect them and can only interfere

the analysis.

Finally, we also computed the number of

characters and words, the ratio of the number of

pronouns over the number of words, the ratio of

first-person pronouns over total pronouns, and the

ratio of plural pronouns over total pronouns. In

total, we obtained 14 features from the text.

4.2 Image Processing

To extract features from the image dataset,

we used the state-of-the-art Automated Machine

Learning (AutoML) Vision by Google Cloud

Platform1, which is an implementation of AutoML

for image classification and object detection.

It consists of an Application Programming

Interface (API) that offers machine learning models

that assign labels and detects objects in images,

and it can also be used to train personalized

models of machine learning. In total, we obtained

9 features from images. Color perception has been

suggested as a marker of mood [5], where grayer

and darker colors are related to depressive moods.

We included the dominant Red (R), Green (G),

and Blue (B) colors of each photo provided by the

Google Cloud service. Also, the levels of hue and

saturation have been of interest to researchers as

they could possibly indicate levels of sadness or

depression [31].

1cloud.google.com/
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Table 8. Results with the 7-day (week) time window

Classifier Accuracy Precision Recall F1-score

SVM 0.62 0.61 0.53 0.55

RF 0.51 0.47 0.43 0.43

LR 0.59 0.58 0.59 0.58

Table 9. IG dataset content

Class Training Validation

Predominantly depressive 138 images 35 images

Barely depressive 121 images 30 images

Drawing on this, the mean values of Hue,

Saturation, and Value (HSV) were retrieved from

the images through the scikit-image library2.

We obtained relevant object labels from images

that can be used to relate to a depressive mood.

For example, the label face, since according to

[]reece2017instagram, the number of faces reflects

a greater social interaction, which can be related to

less tendency to depression. Table 1 and Table 2

show data related to faces and their emotions as

detected by Google Cloud Vision API.

Since the dataset features images with humans,

pets, landscapes, drawings or anything the user

felt like posting, we also obtained labels animal, if

there were animals in the photo, and sketch, since

we identified that several images were drawings,

cartoons or sketches. Table 3 shows the data with

this type of content.

4.3 Behavior Data Processing

Mental status can be related to posting behavior,

such as the time or frequency of posting activity.

In Figure 4, we show a heatmap with the posting

activity from all our participants.

A darker color indicates more publications

during each day. For the purposes of this figure,

we grouped the users by Beck’s class in the Y

axis (A xx = minimal depression, B xx = mild,

C xx = moderate, D xx = severe).

Figure 5 shows the time of day in which

participants posted the most, grouped by the

participants’ severity of depression.

2scikit-image.org/

It can be seen that there is a sharp

increase of activity from 10 PM to 5 AM in

our participants, particularly those categorized as

severely depressed. Most posts occurred from

midnight to noon across all groups. From behavior

processing, we obtained 3 features: date, time, and

time between consecutive posts in minutes.

5 Results

In this section, we present the results of analyzing

data collected from the observational study to

detect depressive moods of users from their

Instagram posts using two approaches:

1. Inferential statistics.

2. Machine learning techniques.

5.1 Inferential Statistics Approach

5.1.1 Relating the Severity of Depression and
the Emotions Linked to a Post

Detecting depressive moods in IG posts where

there are no clear signals of sadness, such as

gloomy pictures or certain keywords, can be

challenging. For this, we first need to identify the

types of emotions related to a particular post, i.e.,

the emotions experienced by the participants at the

moment of posting.

For this, we used t-student tests to explore the

relationship between the level of depression

as approximated by the Becks’ inventory

(administered at the beginning of the study),

and the general positive/negative emotions

through the PANAS-X (administered each time the

user posted).

As shown in Figure 6, for the General Positive

Affect (GPA), participants with depressive moods

(i.e., mild, moderate, and severe) had lower scores

(GPA = 20.98, SD = 8.84) when compared

with users with minimal depressive moods

(GPA = 25.00, SD = 9.22), which was statistically

significant (t = 4.01, df = 312, P < 0.0001).

As for the General Negative Affect (GNA),

participants with depressive moods had a

significantly higher score (GNA = 17.74,

SD = 6.51) when compared with users with
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Table 10. MART dataset content across the two classes

Class Paintings

Negative 183 images

Positive 317 images

minimal depressive moods (GNA = 14.76,

SD = 8.09), which was statistically significant

(t = −3.67, df = 321,P < 0.0001). Also,

participants with severe depression had a mean

GPA of 18.64 (SD = 7.30), while the rest of the

classes had an average GPA score of 23.72

(SD = 9.35) (t = −4.49, df = 97, P < 0.0001).

On the other hand, participants with severe

depression also reported higher scores of the GNA

(mean = 21.62; SD = 8.41) when compared with

the average GNA (mean = 15.26; SD = 6.87) of

the rest of the participants (t = 5.3, df = 71,

P < 0.0001). This suggests that the PANAS-X

helps discriminate negative and positive emotions

associated with a particular post. Even more, these

feelings seem to concur with Beck’s classes.

5.1.2 Text Analysis

We obtained the Pearson’s R correlation between

the reported PANAS-X’s GPAs and GNAs and the

scores from the SentiStrength and Google AutoML

sentiment analysis tools (Table 4). As shown in

Table 4, there is a positive correlation between the

GPA and the Google AutoML Natural Language

Value (r = 0.101, N = 325, p = 0.035).

Also, there is a negative correlation between

Google AutoML Natural Language Value and the

GNA (r = −0.108, N = 325, p = 0.025),

contrary to what was expected. Although weak,

these correlations show that there is a relationship

between the GPA and the GNA and the valence

detected by Google AutoML and that there is

an association between the affect related to a

particular post and the affect of the text.

Also, SentiStrength’s results were not

statistically significant, but it is interesting that

with both tools, the GNA was slightly more

correlated with the text than the GPA, which

could potentially suggest that people are more

expressive about their negative feelings rather

than their positive ones. Still, this is inconclusive.

5.1.3 Image Analysis

One of our interests is to better understand

certain markers that describe depressive moods

in Instagram posts. [31] reported that people with

depression are more interested in “bluer” o “darker

blue” images in comparison with nondepressed.

Since hue levels are directly related to the blue

color of an image.

We conducted an analysis of images posted by

our participants. The hue levels from the images

posted by participants with depressive moods

(mean = 0.40, SD = 0.09) were higher

than those with minimal depressive moods

(mean = 0.37, SD = 0.09).

The mean difference was 0.03, which was

statistically significant (t = −2.13, df = 316,

p = 0.017). This means that participants with

depression generally posted images that were

slightly “bluer”. Also, there were fewer faces in

the photos posted by participants with depressive

moods (mean = 0.89, SD = 1.71) than in those

by nondepressed (mean = 0.91, SD = 1.44).

The mean difference was 0.02, which was not

significant (t = −0.13, df = 323, p = 0.45).

5.1.4 Behavior Analysis

As shown in Figure 4, there are slight differences

between the groups. The group in the mild class

seems to have more activity than the rest of the

groups. A chi-square test was used to explore the

association between the severity of depression and

the number of posts per week. Table 5 shows

the contingency table. There was no significant

association between the severity of depression of

the participant and the number of posts per week

(X2 = 13.35, df = 12, p = 0.34).

Previous works have reported signals of

possible posting patterns in depressed individuals

[10]. That is, depressed individuals tend to be more

active at night than non-depressed ones. For this

analysis, we binned posts into three times of day

(morning: 4:00 AM - 12:59 PM, afternoon: 1:00

PM - 7:59 PM, night: 8:00 PM - 3:59 AM). The

chi-square test was used to explore the association

between the severity of depression (i.e., Beck’s

class) and the number of posts per time of the day.
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Table 11. IG and MART: Merged dataset

Class Training Validation

Predominantly

Depressive
285 images 71 images

Barely

Depressive
373 images 94 images

Following Table 6, there was a significant

difference between Beck’s class and the

time of day at the moment of posting

(X2 = 20.85, df = 6, p < 0.01). Therefore,

the evidence collected suggests that posting

time is associated with Beck’s class in which our

participants were categorized.

5.2 A Classic Machine Learning Approach

We used a classic machine learning approach to

classify the participants’ Beck’s class based solely

on the data shared in their posts. For this, we

represented each participant with a vector that we

used for training models. Afterward, we evaluated

the models on unseen vectors. Since we have a

small dataset, we used N-fold cross-validation for

the evaluation.

5.2.1 Target Classes

We used binary target classes. For this,

we combined mild, moderate, and severe

Beck’s classes into a single class deemed as

Predominantly depressive and the other remaining

class minimal deemed as Barely depressive.

This arrangement categorized 17 subjects

within the class Barely depressive and 18 within

the class Predominantly depressive. However, we

removed the data from participants A 01, A 07,

A 09, A 10, A 12, C 05, D 01, D 05, and D 06

since they posted infrequently and spent about

two weeks without posting, making feature vectors

invalid in all these cases.

This exclusion leads to 12 subjects in Barely

depressive class and 14 in Predominantly

depressive class.

5.2.2 Feature Vectors

We preprocessed each post and obtained the

26 features described in Section 4 such as

magnitude and value of text emotion, count of

pronouns, number of faces in the image, time of

posting, and others. Since a single post is not

enough to characterize a person with depression,

we aggregate data from several posts to obtain

a 52-tuple vector composed of the Mean and

Standard Deviation (SD) per feature.

We run experiments with two different time

windows to aggregate features and construct the

vectors. The first time window comprised 16 days,

which produced 50 vectors. Lastly, a 7-day time

window resulted in 116 vectors. We performed

a correlation analysis across the vector elements,

and dropped those highly correlated.

For instance, the SD of the number of

characters had a 99% correlation with the SD of

the number of words, so we only kept one of

those. The correlation threshold to drop features

was set to 90%, thus the feature vector size was

reduced to 37.

5.2.3 Binary Classification

We used the normalized 37-feature vectors to

train machine learning models using the Python

Scikit-learn library3. We run experiments with the

following algorithms: Support Vector Machines

(SVM), Random Forest (RF), and Logistic

Regression (LR) using 10-fold cross-validation. We

run a hyperparameter grid search in all algorithms,

and we report the best results.

The hyperparameter search space was {C: 0.1,

1, 10, 30, 40, 50; Gamma: 0.5, 1, 5, 10} for SVM,

{C: 0.001, 0.1, 1, 10, 30, 40, 100; Penalty: “I1”,

“I2”; Solver: “liblinear”, “saga”} for LR, and {emax

depth: 30, 50, 60, 80, 100; minimum samples per

leaf: 2, 3, 5, 8; minimum samples per split: 4,

7, 8, 10; number of estimators: 60, 80, 90, 100,

150} for RF.

Additionally, we evaluated using different

top k features that resulted from the feature

selection process during cross-validation. We next

compared the results using Accuracy, Precision,

3scikit-learn.org/
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Table 12. IG and Art photo: Merged dataset

Class Training Validation

Predominantly

Depressive
459 images 142 images

Barely

Depressive
404 images 125 images

Recall, and F1-score evaluation metrics per 16

days (Table 7) and 7-day (Table 8). It can be seen

that SVM and LR outperform RF. In the case of a

7-day time frame, SVM had higher Accuracy and

Precision but lower Recall than LR.

The best features for the 16-day window (Table

7) were text Google value score average, word

count in first person voice average, animal flags

average, value of the image, red intensity average,

green intensity, and blue intensity average.

The best hyperparameters for the 16-day

window were C=30 and γ = 0.001 for SVM; max

depth=40, max features=1, and n estimators=80

for RF; and C=0.01, penalty=12, and solver=

libnear for LR. In addition, the best features for

the 7-day window (Table 8) were the text Google

value score average, word count in first person

voice average, pronouns ratio average, animal

flags average, and value of the image.

The best hyperparameters for the 7-day window

were: C=10 and γ = 5 for SVM; max depth=20,

max features=4 and n estimators=100 for RF; and

C=1, penalty=11 and solver= libnear for LR. We

can see that features that produce better results

are similar across all classifiers. In fact, the

features “animal flags average” and “value” remain

relevant across all classifiers.

5.3 A Deep Learning Approach

We also utilized deep learning (DL) algorithms to

learn about the potential to discriminate between

depressed and nondepressed individuals based

on images. We used the same aforementioned

classes: Predominantly depressive and Barely

depressive. Due to a small dataset, we used

transfer learning, which is a DL approach where

learned features in a pre-trained model with larger

datasets are transferred to a second network with

other target tasks and data.

The transfer learning approach has proven to

be powerful when there are data in a target

network [45]. The base model used for the

transfer learning was pre-trained with the ImageNet

dataset4, which contains more than 14 million

images within 1, categories.

The architecture used is ResNet50 [15], from

which the weights of the pre-trained model

were transferred to our target classification task,

removing the output layer of ResNet50 and

adding the connected layers of classification by

image. We used the library Tensorflow5 for

the experiments. We performed four different

experiments in this DL approach.

For the 4 experiments, we used transfer

learning with the model with ResNet50

architecture. The key difference among the 4

experiments was the datasets used. Since we

have a small dataset, we sought to augment

it with similar datasets labeled from people

with depression or labeled as positive or

negative images.

As mentioned, our participants shared images

with artistic content and drawings besides photos

of people and landmarks. We found datasets with

these types of content that are labeled as positive

and negative, which we next describe.

In total, we used 3 datasets for these four

experiments (E1, E2, E3, E4), merging some

of them for the experiments: a) the dataset we

collected (i.e., IG dataset); b) a dataset from

abstract paintings from the MART museum from

Italy (i.e., MART dataset); c) and a dataset from

artistic images showing emotions (i.e., Art photo

dataset). We next list the experiments:

– E1: ResNet50 with IG

– E2: ResNet50 with IG + MART

– E3: ResNet50 with IG + Art photo

– E4: ResNet50 with IG + MART + Art photo

During these experiments, the training

across the 4 experiments was made through

45 epochs. We tested with dropout regularization

to avoid overfitting.

4www.image-net.org/
5www.tensorflow.org/
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Table 13. IG, MART, and Art Photo: Merged dataset

Class Training Validation

Predominantly

Depressive
597 images 188 images

Barely

Depressive
641 images 203 images

In the following sections, we describe each

of the following experiments with mode details.

The results of those will be shown in the

following pages.

5.3.1 E1: ResNet50 with IG

As mentioned, we used 2 classes: Predominantly

depressive and Barely depressive. For E1, the

IG dataset was split into training data (80%) and

validation data (20%). The data distribution was

done as shown in Table 9.

5.3.2 E2: ResNet50 with IG + MART

In [44] applied a methodology to classify 500

abstract paintings from the MART museum from

Italy. They used 2 classes: Positive perception and

Negative perception.

They performed a statistical classification

in which 100 participants reported their first

impression of the abstract painting on a 1 – 7 scale

(1 = Negative perception; 7 = Positive perception).

Authors defined those with average scores

lower or equal to 4 as the negative class and those

with average scores above 4 as the positive. The

distribution of classes is shown in Table 10.

In E2, we merged the IG dataset with the

dataset created by [44], where the samples from

the Negative class were merged with the samples

from the Predominantly depressive class.

Similarly, the samples in the Positive class were

merged with the samples of the Barely depressive

class. Table 11 shows the resulting dataset split

into two: training (80%) and validation (20%).

5.3.3 E3: ResNet50 with IG + Art Photo

Authors from [25] proposed a methodology to

extract emotional features of images, like color,

composition, hue, and others, with the aim of

classifying images using the presented emotion.

They used a dataset with 806 artistic images.

These images were obtained through an

image hosting website using the search terms:

Amusement, Awe, Contentment, Excitement as

positive emotions, and Anger, Disgust, Fear, Sad

to represent negative emotions.

The images were created by artists who sought

to awaken a specific emotion to the viewer through

the color manipulation, illumination, composition,

and so forth.

Like the previous example, we merged these

images with the IG dataset, taking the images

with negative class as Predominantly depressive

and the images with positive class as Barely

depressive. The total of images with configuration

of 80% for training and 20% for validation is shown

in Table 12.

5.3.4 E4: ResNet50 with IG + MART + Art Photo

The last dataset used is a combination of the three

datasets previously described. This resulted in a

new dataset with images close to those an average

user can post on Instagram (i.e., real, artistic,

or abstract images). The total of images with a

configuration of 80% training and 20% validation

is shown in Table 13.

5.3.5 Classification Results with DL

Figure 7 and Figure 8 show the training and

validation accuracy from the four experiments. As

we can see, the results are lower than 0.60

accuracy across all the experiments in both the

training and validation sets. This experiment

provides an understanding of the potential of using

the algorithms in this problem using all the data for

training and validation.

For further exploration, we trained and validated

using only the MART dataset, not including the

Instagram data. The accuracy results are 1 in

training and 0.75 in validation, showing overfitting

but, most importantly, showing that adding the
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Fig. 7. Training accuracy through 45 epochs

Instagram datasets significantly decreased results.

This can be caused due to different reasons,

such as the image distributions from both datasets

being different or the labels positive or negative

not aligning well with the classes from the Beck’s

depression inventory.

In general, just like most available datasets,

both the MART dataset and the Art photo dataset

were labeled a posteriori by third parties and do not

properly reflect the emotions when a photo is taken

or posted by an individual.

On the contrary, our Instagram dataset was

collected in the wild, where our participants were

categorized according to the Becks’ depression

inventory, who might be privately dealing with their

condition, showing subtle signs through their posts

while not being truly explicit about it. The results

obtained through deep learning are not conclusive.

We believe that these results can be improved

by combining more information from the posts,

such as the image captions. However, we wanted

to show these results, which can illustrate the

difficulty of this problem. More studies of this kind

are needed to deepen the understanding of this

problem and the way the DL can help tackle it.

6 Discussion

There are several aspects that can be of interest

to the HCI community, and that can be used in

real-world applications for monitoring patients who

have been diagnosed with certain disorders, such

as depressive disorders. First, from our results,

we can see that the PANAS-X can help identify

emotions related to a particular post, having found

that those with depressive moods have a higher
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Fig. 8. Validation accuracy through 45 epochs

GNA and a lower GPA than those who barely

have depressive moods. Also, as expected, those

with prominent depressive moods (i.e., severe

depression) have a higher GNA and lower GPA

when compared with all other Beck’s classes.

Even when this aspect was asked every time

a participant posted an image on Instagram,

these emotions seemed to be generalized as they

spanned across the entire set of participants, i.e.,

there was an actual difference between the groups.

As for the images published, we found

that participants who have prominent depressive

moods generally posted images that are bluer, that

is, the prominent underlying color is blue.

This concurs with other studies that report

that blue or grayscale colors are preferred by

depressed individuals [6]. The results from our

study help us understand that these findings can

also be replicated in Mexican young adults (i.e.,

our participants).

Although this is not conclusive due to statistical

power, our results suggest that this is an interesting

avenue to explore. Also, from the posting behavior,

the number of posts by our participants (i.e.,

posting behavior) did not vary across all the study

between groups.

The time of day, however, seems to be a

good discriminant between those with prominent

depressive behaviors and those who were

classified as minimally depressed.

The obtained results with machine learning are

higher than chance, which proves the feasibility of

using these types of algorithms to be potentially

used to detect depression with reservations.

However, better ways to discriminate the types

of posts are paramount for designing and training

appropriate machine learning models. Possibly, for

this particular problem, we may need multi-modal

classification from data coming from various

sources, rather than focusing only on IG data.
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Fig. 9. Posts from four participants: (a) Severe 1: GPA=11, GNA=43; (b) Severe 2: GPA=29, GNA=36; (c) Minimal 1:

GPA=46, GNA=15; (d) Minimal 2: GPA=41, GNA=10. The maximum value for GPA and GNA is 50. Faces have been

blurred for privacy

Still, our results are valuable in that is one

of the first studies trying to understand whether

in-the-wild behaviors such as the use of IG can be

used to infer certain behaviors of interest.

6.1 Ecological Validity

The in-the-wild nature of this study can be

double-edged. On the one side, the findings

derived from the data can be ecologically valid

[4, 7], since the dataset we collected is similar to

what young adults are posting on Instagram in their

day-to-day lives.

Using hashtagged posts can cause filter bias

during analysis [29]. To avoid this, in this work,

we considered all types of posts by users during

a four-week window, which can be difficult for

algorithms to discriminate due to the noise derived

from heterogeneous content published by users.

One of the challenges in this work is the

diversity in the data across various levels

of depression, as categorized by Beck’s

depression inventory. For instance, an image

shared by a person with severe depression might

be similar in terms of colors or lighting to an

image shared by a person without any particular

sign of depression.
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At the same time, people with the same severity

of depression might share unrelated or opposite

images. To illustrate the heterogeneity of the

dataset, Figure 9 shows the HSV levels and

GPA/GNA data related to four posts from different

users who were categorized either as minimal or

severe, according to Beck’s depression inventory.

We also show the actual images, and the

caption associated, which have been translated

to English by the authors. Following, Figure 9a

and Figure 9b, we can see that Hue and Value

(ie., brightness) are similar, but not in terms of

Saturation. Also, both GPA are relatively low

(GPAa=11, GPAb=29) and both GNA are high

(GNAa=43, GNAb=36).

We want to highlight that both images were

posted by participants categorized as severely

depressed. Interestingly, these images yielded

similar values to Figure 9c in terms of hue,

saturation, and value (HSV). In other words,

images Figure 9a and Figure 9b look alike to their

polar opposite, Figure 9c.

Presumably, one expected type of image

with high GNA and low GPA from our severely

depressed participants is Figure 9c, which is dark

and essentially colorless. This image strongly

differs from Figure 9d, even when both have similar

values of GPA (GPAc=46; GPAd=41) and GNA

(GNAc=15, GNAd=10). Taking all of these aspects

into account, using machine learning approaches

for classifying these sorts of images is not trivial.

In most related work, the challenge associated

with using complete datasets from the day-to-day

lives of users has not been accounted for since

datasets generally originate from homogeneous

groups (e.g., online communities for depression

support) or commonly used hashtags on SNS

(e.g., #depression).

Since posts can have similar characteristics

stated from the moment that they are posted,

much more homogeneous data within target

classes can be obtained, and higher variations

between classes can have a significant positive

impact on the performance of machine learning

approaches. As we have seen in this work, having

a more diverse dataset has a negative impact on

the performance, especially due to the size of

the dataset.

6.2 Limitations and Scope

One limitation of the present study is the quantity

of data collected. For the statistical and machine

learning approaches, it is highly beneficial to have

large datasets (in this case, posts and users) to be

able to yield better results. Therefore, this study

could have benefited from a larger sample of users

over a longer period.

7 Conclusion

We presented an analysis of posts collected in the

wild from users of Instagram. From our results,

we can conclude that identifying depressive moods

from Instagram posts can be challenging since

participants typically post about their inner states

as much as about their interests, preferences,

hobbies, or even memes.

Images do not necessarily relate to feelings

or emotions, but may also be associated with

situations and interpersonal strategies (e.g., social

status). The results of this work can be

summarized as follows: some behaviors can be

potentially used to discriminate depressed from

nondepressed users, such as the time of posting

and the hue color of the images.

The in-the-wild nature of this study yielded

ecologically valid results, but further user

context could be useful for adequate results

in classification. As seen when merged with other

datasets, our dataset noisy.

Future work includes collecting more data

from more participants and over a longer

period, performing experiments with different

combinations of information gathered from posts

such as text, images, and perhaps additional

context such as filters or location.

Also, we suggest creating subcategories of

images such as people, locations, pets, or

other predefined categories, which could help

increase classification performance, but with

additional overhead.
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