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Abstract. Non-uniform illumination is a common
issue in images acquired in uncontrolled environments.
Elimination or reduction of the non-uniform illumination
problem is required in order to get an accurate image
binarization. This paper introduces the combination of
the dark channel and the atmospheric scattering model
along with the k-means segmentation to reduce the
effects of non-uniform illumination conditions in image
binarization. The results show the effectiveness and
robustness of this approach.
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1 Introduction

Uneven illumination is a common problem in
uncontrolled environments, which affects the
performance of computer vision systems that use
the acquired images. Non-uniform illumination
affects operations in digital image processing
like classification [13], segmentation [19], pattern
recognition [9]. In order to observe the effects of
the proposed approach, in this paper the proposed

method is applied to binarization. Binarization
is the process for converting from pixel image to
a binary image [3] and it is the simplest image
segmentation case [17]. The binary image is a kind
of image that just has two values; one of them are
the pixels of foreground image forming the objects
of interest and the rest as background pixels [20].

Building robust algorithms, which can realize
effective binarization of an image, regardless the
lighting conditions, it is not a trivial task, but final
results are quite important, because there are a lot
of applications that need to do image processing
through binary images, like recognition of writing
in documents [16], fingerprints recognition [2],
analysis of brain MR images [11], recognition of
license plate [11], defect detection in production
lines [15], etc.

The threshold methods are divided into six
main classes, which are: the analysis of the
shape of the histogram [25], which analyzes the
peaks, valleys and curvatures of the smoothed
histogram, grouping methods, where the gray
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level samples are grouped as background and
as the first plane, entropy-based methods [23]
that result in algorithms which use the entropy
of both the foreground and background regions,
methods based on object attributes [24], which
look for a measure of similarity between the gray
level and the binarized images, as well as the
similarity of diffuse forms, the coincidence of
edges, among others, spatial methods [7], which
use a higher order probability distribution and/or
pixel correlation, finally, local methods [12], which
adapt the value of threshold of each pixel to
the characteristics of the local image, another
approach are region growing [8] or clustering
based algorithms [1].

Additionally, to the previously presented ap-
proaches in the literature, other color models
are used commonly to binarize and segment the
images, where the non-uniform illumination occurs,
they separate out illumination in an independent
channel such as like the HSV [14].

This paper presents an alternative approach,
which is applied in the binarization of a blue base
(background) with three objects over it (two bright
grays and one green opaque). The approach
uses the dark channel and the scattering model
to improve the output. Both techniques are widely
used in eliminating the effects of acquired images
under weather conditions like haze, smog or rain;
processes also named as dehazing algorithms [4].

In this context, it is applied to eliminate the
contribution of light and to improve the color for the
image’s pixels. Posteriorly, a cluster segmentation
is made by using the K-means algorithm to
reduce possible values of the image. Finally,
the pixels where the channel B is bigger than
R and G are separated from the others, forming
and highlighting borders of the final shapes.
The effectiveness of the proposed algorithm is
demonstrated by presenting five different tests,
and a comparative study. The results show that
the quality and effectiveness of the algorithm are
superior compared to other approaches.

The rest of this paper is organized as follows: In
Section 2, an overview of concepts is presented,
such as the dark channel, the scattering model,
and k-means, Section 3 includes the details of
the research process. The obtained results are

presented in Section 4. A discussion regarding
the performance of the proposed algorithm is
presented in Section 5. The final concepts as part
of the conclusion are given in Section 6.

2 Background

2.1 The Dark Channel Prior

The dark channel prior proposed in [5] is an
observation of haze-free images when they are
acquired from outdoor environments: in most local
regions of an image (not representing the sky), at
least one color channel (R, G or B) (called dark
channel), has a very low intensity in some pixels.
In other words, the minimum intensity in such local
regions of pixels has a very low value (close to
0). For an image I(x), the dark channel is defined
such as:

Idark(x) = min
c∈{R,G,B}

(
min

z∈Ω(x)

Ic(z)

Ac

)
, (1)

where, Ω(x) corresponds to the patch centered
in x, the color channels (R, G, or B) of I are
represented by Ic, finally z are the pixels contained
in Ω(x). The dark prior channel is defined as:

Idark(x)→ 0. (2)

2.2 The Scattering Model

The scattering model is shown in the Equation (3):

I(x) = J(x)t(x) +A(1− t(x)), (3)

where I(x) corresponds to the intensity noted in
each one of the three channels R, G or B of
the pixel x. J(x) is related to the vector intensity
(R,G,B) of the original area of the scene in the
real world, which is represented by the pixel x.
A corresponds to the color vector of the global
atmospheric light. t(x) is named the transmission,
and describes the portion of light, which it is not
scattered or absorbed, and reaches the camera.
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2.3 The K-means Algorithm

The K-means algorithm is an unsupervised
grouping algorithm, which classifies input data
points into multiple classes, depending on the
inherent distance between them. This algorithm
infers that the characteristics of the data form a
vector space and tries to find a natural grouping
between them.

The points are grouped around the centroids.
µi∀i = 1...k and these are obtained by minimizing
the following objective function (Equation (4)):

V =

k∑
i=1

∑
xj∈Si

(xj − µi)
2, (4)

where there are k clusters Si, i = 1, 2, ..., k and µi

are the centroid or mean point of all the points xj ∈
Si. A part of this project implemented an iterative
version of the algorithm. Said algorithm takes as
input a two-dimensional image. The algorithm is
shown:

1. Calculate the intensity distribution (also called
histogram) of the intensities.

2. Initialize the centroids with k random intensi-
ties.

3. Repeat the following steps until the cluster
labels of the image does not change anymore.

4. Cluster the points based on the distance of
their intensities from the centroid intensities
(Equation (4)):

ci := argmin
j
||xi − µj ||2. (5)

5. Compute the new centroid for each of the
clusters (Equation (5)):

µ :=

∑m
i=1 1{ci = j}xi∑m
i=1 1{ci = j}

. (6)

i iterates over the all the intensities, j iterates
over all the centroids and µi are the centroid
intensities [3].

3 Proposed Method

The proposed method is based on the next
fact: once the image is normalized to the color
vector RGB of the estimated atmospheric light,
the contribution of the light is the RGB vector
[1 1 1], hence, the contribution of the light in the
image has a direct relation to the dark channel,
low values means low contribution and high values
produce high contribution to the light in the image,
this is shown in Fig. 1.

Fig. 1. The relation between the illumination and the
dark channel in a normalized image

Then, when the scattering model and the dark
channel are applied, the variation of light tend to
be compensated.

The study case is shown in Fig. 2(a) where the
principal objective is to binarize the image of two
metallic pieces and a reference square, the results
could be used for industrial applications, in which
metallic pieces are involved, for example, shape
detection, production quality, products size, etc.

With this, the image should be grouped in the
background (color blue) and the foreground (two
gray regions and one green).

In Fig. 2(b) results from the simplest algorithm
are shown, by applying directly the Equation (8),
is possible to see the common problems in the
task of separating the regions in the image, the
light has the majority role and causes mistakes in
shapes detection due to its influence in brightness
and colors.
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Fig. 2. The study case a) Input image b) results of a
naive binarization

The proposed algorithm is described in the
flowchart shown in the Fig. 3 and examples of its
execution are shown in Fig. 4.

Moreover, the proposed algorithm can be
described as:

1. The algorithm has the input the image I (Fig.
4 (a)).

2. The Atmospheric Light A which is an RGB
vector with the information of the source light
is estimated as in [6]:

A = max

3∑
c=1

IC

[
arg max

(x)∈(0.1%∗h∗w)

(
Idark (x)

)]
,

(7)
where h and w are the height and width of I,
respectively.

3. The image is normalized according to the
Atmospheric Light A (Fig. 4 (b)).

4. The Dark channel of the normalized image I
is calculated (Fig. 4 (c)).

5. The scattering model is applied to obtain
an image without the contribution of the
Atmospheric Light A component (Fig. 4 (d)).

6. The image is segmented with k-means to
reduce the possible values of the pixels in the
image (Fig. 4 (e)).

7. In order to separate the blue background
from foreground, and obtain the binary image;
the pixels are divided under the next criteria:
when the channel blue has more intensity
than other channels the pixels are considered
background. Otherwise are labeled as
foreground (Fig. 4 (f)):

B =

{
0 if I(x)B ≤ I(x)R and I(x)B ≤ I(x)G

1 otherwise.

(8)

Fig. 3. The proposed algorithm
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Fig. 4. An example of the different stages of the proposed algorithm. (a) Input image, (b) normalized image, (c) dark
channel image, (d) image result of applying the scattering model, (e) image result of k-means, (f) image binary result

4 Results

In order to evaluate the performance of binarization
of the proposed algorithm, was realized a test
on five different images acquired under different
non-uniform lightning conditions. The test images
contain the photograph of two aluminum plaques
and a green square over a blue base.

The tests were implemented in Matlab 2016 on
the computer with a 3.1GHz processor, 4 cores,
and 4GB of RAM. The execution time required for
the tested images with an resolution of 1944 x 2592
pixels was 65 seconds approximately. Fig. 4 shows
an example of the application of the proposed
algorithm.

In order to perform the comparison study,
we consider the following four algorithms:1) the
Entropy thresholding presented in [10] (see Fig.
5 (b)); 2) the Otsu method, which selects
the threshold based on the minimization of the
within-group variance of the two groups of pixels
separated by thresholding operator [22] (see Fig. 5
(c)); 3) adaptive threshold method [18] (see Fig.
5 (d)); and 4) the algorithm based on the color
model HSV [21] (see Fig. 5 (e)). The results of the
test are shown in the Fig. 5, differences between
the outputs from the mentioned algorithms could
be compared, changes in light conditions vary
those results, and various mistakes in the other
algorithms could be observed.

5 Discussion

From Fig. 5 it can be observed that the algorithms
based on entropy (Fig. 5(b)) and Otsu (Fig. 5(c))
are deeply corrupted by the variant illumination
resulting in a poor performance.

The adaptive thresholding algorithm shown in
Fig. 5 (d) shows a satisfactory performance while
calculating the edges but results in a big artifacts
in the background and foreground. The algorithm
based on HSV thresholding, shown in Fig. 5 (e),
seems to be more stable. However, it is possible
to observe little artifacts regions (marked in red),
specifically in the rows 1 and 5, where the central
squares are overlapping. On the other hand, by
observing the results (Fig. 5(f)) obtained using
the proposed algorithm, it can be concluded that
the algorithm performs an adequate binarization,
without any artifacts and false regions.

6 Conclusion and Future Work

This paper proposes a methodology for enhancing
the performance of image binarization by using
the dark channel, scattering model, and k-means
techniques. The results presented in this
paper show the effectiveness and robustness of
the proposed approach under different luminous
conditions.

The proposed algorithm permitting a robust
future computer vision system; in the future is
proposed a deeper analysis of the quality of
the proposed algorithm; it could be implemented
in a recognition system for metallic pieces or
industrial processes that involve this kind of image
processing.

Finally, after many proposed experiments, where
the illumination conditions were changed, the
positions of metallic pieces and different times for
sun light, it can be observed that the proposed
algorithm has a better performance than another
algorithm in state of the art.

Computación y Sistemas, Vol. 23, No. 2, 2019, pp. 409–416
doi: 10.13053/CyS-23-2-3202

Dark Channel Applied for Reduction of the Effects of Non-uniform Illumination in Image Binarization 413

ISSN 2007-9737



Fig. 5. Comparison of binaries images results of different algorithms. (a) Input image, (b) Entropy thresholding, (c) Otsu
algorithm, (d) Adaptive thresholding, (e) HSV binarization, (f) Proposed algorithm binarization
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The results show that the proposed algorithm
can be used in real problems in which the
illumination should not necessarily be continuous,
or natural environments under dynamic light
conditions.
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