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Abstract. This paper presents a classifier of text
readability based on information-theoretic features.
The classifier was developed based on a linguistic
approach to readability that explores lexical, syntactic
and semantic features. For this evaluation we extracted a
corpus of 645 articles from Wikipedia together with their
quality judgments. We show that information-theoretic
features perform as well as their linguistic counterparts
even if we explore several linguistic levels at once.
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Clasificacion automatica de la
legibilidad de datos de fuentes
multiples basada en caracteristicas
lingliisticas y de la teoria de
informacion

Resumen. En este trabajo se presenta un clasificador
de la legibilidad de textos basado en las caracteristicas
de la teoria de informacion. El clasificador ha sido
desarrollado en base del enfoque linglistico a la
legibilidad usando las caracteristicas |éxicas, sintacticas
y semanticas. Para esta evaluacién se extrajo un
corpus de 645 articulos de Wikipedia, junto con sus
evaluaciones de calidad. @ Se demuestra que las
caracteristicas mencionadas tienen buen desempenio,
incluso en el caso cuando se exploran varios niveles
lingUisticos a la vez.

Palabras clave. Legibilidad de textos, Wikipedia,
entropia, transmisién de informacion, evaluacion de
caracteristicas.

1 Introduction

The readability of a text relates to how well and
how easily it conveys its meaning to its readers.
There are many text-related factors that influence
readability. They range from simple features such
as type face, font size or text vocabulary to complex
features such as syntactic, semantic, rhetorical, or
genre structure.

Many professionals, such as teachers,
journalists, or editors, create text for their
audiences and routinely check its readability. With
our classifier, we explore the task of automatically
classifying documents according to different
readability levels. As input, this function operates
on various statistics of lexical, syntactic, semantic
and other text features.

Automatic readability classification can be useful
for many Natural Language Processing (NLP)
applications. Automatic essay grading can benefit
from readability classification as a guide to how
good an essay actually is. Similarly, a search
engine can use a readability classifier to rank its
generated search results. Automatically generated
documents, for example documents generated by
text summarization systems or machine translation
systems, tend to be error-prone and not very
readable. In this case, a readability classification
system can be used to filter out documents that
are less readable. The system can also be used
to evaluate machine translation output.

In this paper, we provide an information-theoretic
approach to readability classifiers that uses a
crowd-sourced corpus of readability assessments.
More specifically, we build a corpus of texis
together with readability assessments that were
extracted from Wikipedia. Wikipedia is a product of
collaborative crowd-sourcing. Articles in Wikipedia
differ with respect to their quality in terms of
readability. Many of them are well written, while
for others, the authors have not even reached an
agreement among themselves regarding the topic.
Since 2010, Wikipedia offers an article feedback
tool that allows readers to assess the quality of
articles. Contributors can give their opinion about
the feedback in terms of quality. The readability
measure is reflected by the Well-written feature
of the feedback tool, which places a document
in a class (one to five stars: incomprehensible,
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difficult to understand, adequate quality, good
clarity, exceptional clarity).

According to Wikipedia', around 40,000
ratings are submitted everyday, 97% of them
by anonymous users. 90% of users claim that
the page ratings are useful. It should be noted
that the Well-written score might be affected
by contributors’ perception of the non-linguistic
aspects of the article, such as the objectivity or
bias of the article. But, as a corrective, the article
ratings are evaluated by a group of experts of
the corresponding subject areas. A recent study
by [17] showed that the accuracy of many of the
articles in Wikipedia is comparable to Wikipedia’s
rival, the Encyclopedia Britannica.

Our readability classifier is based on lexical,
linguistic and information-theoretic features. We
evaluate this classifier in comparison with a
linguistic approach to readability that explores
lexical, syntactic and semantic features. Some of
the linguistic features presented in this work are
being used here for the first time for readability
classification. Our evaluation shows that simple
information-theoretic features perform equally well
in comparison to their linguistic counterparts, even
if they explore lexical, syntactic and semantic text
features at once.

The paper is organized as follows: Section 2
discusses related work followed by an introduction
of our corpus in Section 3. The features used
for classification are described in Section 4, and
our experiment and evaluation in Section 5. Our
experiments and findings are discussed in Section
6. Finally, we present conclusions and future work
in Section 7.

2 Related Work

At present, there is no standard approach to
measuring text quality in terms of readability.
According to [32], a readable article should contain
sentences averaging between 14 to 22 words. If
the average length of sentences is longer than 22
words, then the article can lose clarity, while if the
average sentence length is less than 14 words,
then the ideas can appear discontinuous [32].

In the early stages of readability research, fairly
simple features were used due to a lack of linguistic
resources and computational power. Average

Thttp:/en.wikipedia.org/wiki/Wikipedia:Article. ~ Feedback_

Tool/Version_5
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Sentence length (ASL) is one of them. [5, 6]
showed that reading difficulty is a linear function
of the ASL, combined with the percentage of rare
words. They listed 3,000 commonly known words
for the 4 grade (i.e. children approximately 10
years old). Their assumption was that a text
containing more familiar words will be easier to
read and understand.

[18] also considered the numbers of sentences
and complex words in order to measure text
readability. This research focused on word
complexity that is directly related to the number
of syllables in the word: the smaller number of
syllables, the easier the word. The Flesch-Kincaid
readability index [26] considers the average
number of words per sentence and the average
number of syllables per word. They proposed
two different formulas, one for measuring how
easy a text is to read and the other one for
measuring grade level. [39] also designed a
readability index for the US Air force that uses
the average number of characters in a word and
the average number of words in a sentence. [33]
and [9] show that these methods have significant
drawbacks. Longer sentences are not always
syntactically complex and counting the number of
syllables of a single word does not show word
difficulty. With recent advancements of NLP tools,
a new class of linguistically-motivated text features
is now available.

[38, 34, 2, 24, 8] use statistical language models
to classify texts for their readability. The motivation
of using a language model is that a probabilistic
model provides a prediction of how likely a given
sentence can be generated by the same underlying
process that generated a corpus of texts of different
readability classes. They show that trigrams are
more informative than bigram and unigram models.

Parts of Speech (POS)-based grammatical
features were shown to be useful in readability
classification [9, 2, 10]. The number of common
nouns give an approximation of the number of
entities in a text that the reader has to keep
in memory to understand the text. POS based
features outperform language-model-based and
syntactic features in [10].

Text readability is affected by syntactic
constructions [34, 3, 20, 21, 30]. In this line
of research, [3] show, for example, that multiple
noun phrases in a single sentence require the
reader to remember more items. Multiple verb
phrases in a sentence may indicate the presence
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of explicit discourse relation in the sentence. Piter
and Nenkova [34] showed the strongest correlation
between text readability and the number of verb
phrases.

On the semantic level, a paragraph that refers to
many entities at once burdens the reader since she
has to keep track of these entities, their semantic
representations and how these entities are related.
Texts that refer to many entities are extremely
difficult to understand for people with intellectual
disabilities [9].

Researchers also experimented with semantic
features like lexical chains, discourse relations and
entity grids [10, 3]. It has been shown that these
features are useful for readability classification.

[23] used entropy and Kullback-Leibler
divergence-based features to classify articles
in text books. These information-theoretic features
give a 50% rise of accuracy and F-score over
the baseline system that uses three traditional
readability formulas.  They have shown that
these features are very useful for readability
classification, especially  for  low-resource
languages.

Some of the features used in our work are
also used in some of the approaches being
described above. These features can not be
directly compared, however, because different data
sets are used. Also different tools are used to
extract various linguistic properties.

3 Corpus

In this section, we describe the crowd-sourced
corpus that we extracted from Wikipedia and
that we used for evaluating information-theoretic
features in comparison to linguistic features.

The Wikimedia foundation provides feedback
data as raw rating data and article summary data.
The raw rating data shows the average raw ratings
of an article and the article summary data shows
the total rating score and the number of ratings
submitted. The article summary data is taken into
account in the text extraction process, because it
helps us to put a threshold on the process of text
extraction. Article length is a factor when extracting
text features for classification. The rating of an
article that is evaluated by many readers is more
reliable than the rating of an article that is evaluated
by a small number of readers. These two factors
were taken into account in the selection of articles

Table 1. Statistics of the Wikipedia-based readability
corpus

Classes Articles #Tokens #Types  Text Length
one and two 61 115,729 24,934 36.40
three 169 869,607 95,578 81.98
four 209 2,402,704 184,357 164.50
five 206 2,561,115 201,682 175.26

for text extraction from Wikipedia: all extracted
articles are rated by at least 10 readers and contain
at least 10 sentences. For our experiment, we used
the article summary data of September 19, 20112
and a Wikipedia dump from August 2011.

To extract Wikipedia articles, we utilized a
freely available extraction tool®. From the article
summary data, five classes of Wikipedia articles
were extracted. Each class corresponds to a
readability level (e.g., one, two, three, four and
five) in ascending order of readability. The class of
an article is determined by the mean rating score.
As a result of our extraction, class one contained
12 and class two contained 49 articles. To avoid
problems of data sparseness these two classes
were merged. Table 1 shows the final corpus that
we used for our experiment.

4 Features

In this paper, we compare an information-theoretic
classifier of text readability with a classifier based
on linguistic features. We start by describing the
classifier based on linguistic features.

4.1 Linguistic Features

The literature explores a variety of linguistic
indicators of readability. We developed a classifier
of text readability based on lexical, syntactic
and semantic features. We first describe lexical
features used by this classifier.

2http://dumps.wikimedia.org/other/articlefeedback/
aap-combined-20110919.csv.gz
Shttp://medialab.di.unipi.it/wiki/Wikipedia_Extractor
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4.1.1 Lexical Features

This includes the avg. sentence length, the avg.
number of syllables and the avg. number of
difficult words (more than 8 letters). The Average
Sentence Length is a quantitative measure of
syntactic complexity. The Average Word Length
is another lexical feature that is useful for
readability classification. For example: the word
biodegradable will be harder to pronounce, spell
and understand for some readers.

The type token ratio (TTR), which indicates the
lexical density of text, has been considered as a
readability feature. Low lexical densities involve
a great deal of repetition with the same words
occurring again and again. Conversely, high lexical
density shows the diverseness of a text. Our
assumption is that a diverse text is supposed to
be difficult for readers, generally resulting in lower
readability classes. The TTR will consider Book
and books as different words and word types even
though these are lexically the same. To circumvent
this deficit, we compute the TTR on the level
of types as lemmata. All of these features are
computed at the sentence level and on the level of
the text as a whole. Ten lexical features are listed
in Table 2.

4.1.2 POS-based Features

Some of the previous research pointed out that the
difficulty level of a text is influenced by the number
of POS it contains. For example, the number of
named entities in a text can be approximated by
the number of words tagged as noun. Readers
need to co-refer pronouns with appropriate nouns,
which might impose an extra burden for less-skilled
readers. The number of definite articles provide
a measurement of how abstract a text is since an
abstract text will have fewer definite articles. In this
paper, we focus on seven POS categories (N, V,
PRO, ADJ, ADV, PREP and DET) where for each
category X two features are computed: the avg.
number of X in a sentence and the number of X in
a text.

4.1.3 Syntactic Features

A text can be less readable due to unusual
linguistic constructions. As an example, [3] found
that an article that is written for adult readers
contains more noun phrases than an article that
is written for children. Multiple verb phrases in a
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sentence may also play a role in making a sentence
difficult to read.

Subordinate clauses, according to [34],
correlated  positively with  text readability.
Therefore, a sentence with a subordinate clause
will be difficult for children or a less-skilled reader.
In our experiment, we focus on VPs, NPs, PPs,
subordinate clauses and embedded clauses (i.e.,
clauses in argument position). For each of these
syntactic classes XP, we compute two features:
the avg. number of XP in a sentence and the
number of XP in a text. This results in 10 syntactic
features. Note that we used the Stanford PCFG
parser [27] for parsing Wikipedia articles.

4.1.4 Semantic Features

The semantics of a text plays an important
role in assessing its readability. A number of
semantic indicators of readability, which are not
accounted for in related studies, are co-reference
[22], frame semantics [11, 1] and semantic roles
[16]. The reachability of antecedents of anaphoric
expressions is subject to the Right Frontier
Constraint [37]. That is, anaphoric expressions
can only be attached to elements that lie on the
right hand side of the text tree or graph spanned
by rhetorical relations [31]. From this perspective, it
should be easier to resolve anaphora that are close
to their antecedents in terms of their distances in
the text structure graph as spanned, for example,
by rhetorical relations [31]. Thus, the longer the
distance between an anaphoric expression and its
antecedent, the less readable the text. In order
to explore this feature, we use the tool named
Reconcile [41] to annotate Wikipedia articles with
co-reference information.

A semantic frame is a coherent structure of
related concepts [1]. A semantic frame contains
many facts that represent characteristic features,
attributes and functions of a referent. As the
context has to be considered during the reading
of such sentences, a sentence with a semantic
frame will be harder to read for less-skilled readers.
Further, semantic role labeling is a task of shallow
semantic parsing where each predicate is mapped
onto its semantic roles. Our hypothesis is that
the more semantic frames that are manifested by
a text, the less readable the text is. Semantic
roles represent the underlying relationship of a
participant with the main verb in a system. That
is why the number of semantic roles presents
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difficulties for readers. Named entities are also
useful features for readability classification, as
shown by [9].

We have derived 9 semantic indicators of text
readability which are listed in Table 5. Note that
the Semafor semantic parser [7] is used in order
to annotate semantic information in Wikipedia
articles. The parser uses FrameNet [12] based
annotations. The Stanford named entity recognizer
[13] is used for named entity parsing.

4.1.5 Other Features

The term Hapax Legomena is widely used in
linguistics referring to words which occur only
once within a context or document. These are
mostly content words. Kornai [29] showed that
40% to 60% of the words in larger corpora are
Hapax Legomena. Documents with more Hapax
Legomena generally will contain more information.
In terms of text readability, this will raise the
difficulty level. Frequent content words in a corpus
are considered to be familiar words. A text
with more familiar words is easier to read. We
extracted a list of frequent words (that occur more
than 100 times) from Wikipedia. The Simple
English Wikipedia* uses simple vocabulary and
simple syntactic constructions. The vocabulary
overlaps between a Wikipedia article and the
simple Wikipedia will show the simpleness of an
article. Our hypothesis is that a simple article
will be more readable than a complex article.
The probability of an article derived from an
unigram model based on the Simple Wikipedia
indicates the simplicity of this article. This sort
of probability is calculated in a fashion similar
to the approach presented in [34]. An article
with a higher probability will be more readable
than an article with lower probability. In this
class of features, we considered 6 features: the
avg. number of hapax legomena per sentence,
the number of hapax legomena in a text, the
avg. number of familiar words per sentence, the
number of familiar words in a text, the avg. Simple
Wikipedia-related probability of a sentence and the
Simple Wikipedia-related probability of a text.

4Simple Wikipedia:http://simple.wikipedia.org/

4.2 Information-theoretic Features

Information theory measures the statistical
significance of how documents vary with different
types of probability distributions. What regards
natural language texts, it can be used to calculate
how much information can be encoded from a
document based on a given probability say of
words. Information theory has been developed
as a statistical theory of information transmission
in noisy channels. It allows us to use conditional
probabilities.

4.2.1 Entropy Based Features

The most efficient way to send information through
a noisy channel is at a constant rate [14, 15].
[36] have shown that this principle also correlates
with biological evidence of how human language
processing evolved. This rule must be retained in
any kind of communication to make it efficient. In
this paper we assume that any text as a medium
of communication satisfies this principle. This is
motivated by [14, 15] who show that some entropy
rates are constant in texts. That is, for example,
each sentence of a text conveys roughly the same
amount of information in terms of lexical choices.
The amount of information can vary in terms of
the difficulty level of a text, since a more readable
text differs from a less readable text in many ways.
In order to utilize this information-theoretic notion
we start from random variables and consider their
entropy as indicators of readability.

[40] introduced entropy as a measure of
information. The entropy of a random variable X
is defined as

H(X) = = pla) log plx:) (1)

=1

The more the outcomes of X tend to a
uniform distribution, the higher H(X). Our
hypothesis is that the higher the entropy, the less
readable the text along the feature represented
by X. In our experiment, we consider the
following random variables: word probability,
character probability, POS probability, word
length probability, lemma length probability, word
frequency probability (or frequency spectrum,
respectively), lemma frequency probability and
POS frequency probability. Note that there is a
correlation between the probability distribution of
words and the corresponding distribution of word
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frequencies. As we use SVMs for classification,
these correlations are taken into consideration.

4.2.2 Information Transmission-based Features

There is a relation among text difficulty, sentence
length and word length. The usefulness of similar
lexical features such as sentence length or number
of difficult words in a sentence is shown in section
4.1.1. Generally a longer sentence contains more
entities that influence the difficulty level. Similar
things happen with longer words. But, a sentence
becomes more difficult if it is longer and contains
more long words. These kinds of properties can be
defined by joint and conditional probabilities.

In the field of information theory, joint probability
measures the likelihood of two events occurring
together. That is, two random variables X and
Y will be defined in the probability space. The
conditional probability gives the probability that the
event will occur given the knowledge that another
event has already occurred. By considering the
joint probability and two random variables X and
Y, Shanon’s joint entropy can be defined as:

HX,)Y)=- Y

<z, y>cXzY

p(zi,yi) log p(zi,yi) (2)

Two conditional entropies can be defined as:

HX|Y) ==Y Py) Y p(

zi|y;) log p(xily:)

yey xeX
3)
H(Y|X) ==Y P(x:) Y plyila:) log p(yi|a:)
zeX yey

(4)
From the equation 1, 2, 3 and 4, it can be shown
that:
T.(X,Y)=HX)+HY)-H(X,Y) (5
The function is called Information transmission,
and it measures the strength of the relationship
between elements of random variables X and
Y. Details about this notion can be found in
[28]. [4] used this feature to measure the amount
of information about stimulus carried in a neural
response. Additionally they have shown how to use
this feature to validate simple stimulus-response
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models of neural coding of dynamic stimuli. In this
work, two information transmission based features
are used. These are listed in Table 8. The
Sentence length and word length probability shows
the relation between sentence length and word
length and Sentence length and complex word
probability shows the relation between sentence
length and the number of complex words. The
definition of a complex word is the same as a
difficult word, as described in section 4.1.1. Our
hypothesis is that a longer sentence with, on
average, longer words or many complex words will
be more difficult.

5 Experiment and Evaluation

In order to experiment with different features,
the experimental data (see 1) was divided into
test and training data. It should be noted that
five sets of data were randomly generated where
80% of the corpus is used for training and the
remaining 20% is used for testing. The weighted
average of Accuracy and F-score are computed by
considering all sets of data. Note that we have
used the SMO [35, 25] classifier model in WEKA
[19] together with the Pearson VIl function-based
universal kernel PUK [42].

5.1 Experiment with Linguistic Features

Since the start of readability research, lexical
features have been used in many readability
classification systems. Most of the traditional
readability formulas (i.e., [5, 6, 26, 18, 39]) use
these features. Our experimental results show that
lexical features have good predictive capabilities.
Table 2 shows the evaluation. The Average vowels
per document feature represents the number of
syllables in a document, and performs best among
all lexical features.

The evaluation of POS-based features is
presented in Table 3. The table shows
that the number of Adverbs, Pronouns and
Determiners perform better among seven POS
classes investigated in this work. It has to be
noted that Determiners are important in readability
classification. That is, a determiner makes an entity
more demonstrative, which might pose readability
difficulties. Overall, POS-based features perform
better than other linguistic features. [10]
showed that content words (e.g., nouns, verbs
adjective, adverbs) have higher predictive power
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Table 2. Evaluation of lexical features

Table 4. Evaluation of syntax-based features

Features Accuracy  F-Score Features Accuracy  F-Score
Average sentence length 37% 28% Average noun phrases per sent. 36% 26%
Type-Token ratio per sentence 51% 51% Number of phrases per document 62% 62%
Type-Token ratio per document 55% 56% Average verb phrases per sent. 34% 25%
Average difficult words per sentence 40% 31% Number of verb phrases per document 59% 55%
Number of difficult words per document 59% 59% Average prepositional phrases per sent. 37% 28%
Type-Token ratio (lemma level) per sentence 49% 48% Number of prepositional phrases per document 61% 61%
Type-Token ratio (lemma level) per document  55% 55% Average length of subordinate clauses per sent.  34% 24%
Average vowels per words 45% 35% Number of subordinate clauses per document 52% 45%
Average vowels per sentence 37% 29% Average embedded clauses per sent. 35% 27%
Number of vowels per document 64% 64% Number of embedded clauses per document 59% 56%
10 Lexical features 71% 72% 10 Syntax features 67% 67%

Table 3. Evaluation of POS-based features

Features Accuracy  F-Score
Average nouns per sentence 36% 25%
Number of nouns per document 60% 59%
Average verbs per sentence 35% 25%
Number of verbs per document 58% 55%
Average adjectives per sentence 33% 22%
Number of adjectives per document 51% 47%
Average adverb per sentence 32% 22%
Number of adverb per document 63% 63%
Average pronouns per sentence 38% 29%
Number of pronouns per document 63% 63%
Average preposition per sentence 38% 30%
Number of preposition per document 54% 49%
Average determiners per sentence 36% 27%
Number of determiners per document ~ 63% 63%
15 POS-based features 71% 71%

than function words (e.g., pronouns, preposition,
grammatical article). However, the experimental
results show that function words like pronoun and
definite article should also be considered when
measuring the difficulty of a text.

There is a correlation between readability
difficulties and syntactical complexity. Table 4
shows the evaluation of syntactical features. The
average number of noun phrases per document is
a good predictive feature, which confirms [3]. [34]
showed that a sentence with subordinate clauses
is difficult for a less-skilled reader. However, our
experimental results show that other syntactical
features are more important than subordinate
clauses.

A text is said to be easier for readers when
the underlying semantics of the text are easier to
understand. So readability difficulty is influenced
by the semantic entities of an article. Table 5 shows
the evaluation of semantic based features. [9]
noted that a named entity is a cognitively motivated
feature, and an article with many named entities is
difficult for people with intellectual disabilities. But
that is not reflected by our findings. The Average
co-reference chain length represents the average

Table 5. Evaluation of semantic-based features

Features Accuracy  F-Score
Average named entities per sent. 35% 32%
Number of named entities per document 48% 45%
Number of co-reference chains in a document  62% 63%
Average co-reference chain length 43% 40%
Average distance antecedent-anaphora 54% 51%
Average number of semantic frames per sent.  36% 27%
Number of semantic frames per document 63% 63%
Average number of semantic roles per sent. 34% 24%
Number of semantic roles per document 65% 65%
9 semantic features 69% 68%

number of noun phrases that refer to the same
entity. Our hypothesis was that a document with a
longer co-reference chain would be more difficult.
Readers have to keep these entities in memory
in order to understand the relation between them.
However, the results in Table 5 do not support this
hypothesis. Semantic frames and semantic roles
have good predictive capabilities for readability
classification.

Table 6 shows the evaluation of some of the
orthodox features. The number of familiar words
per document is one of the best performing
individual features.  That is, an article with
more known (frequent) words is more readable.
Vocabulary overlap between a Wikipedia article
and the Simple Wikipedia unigram model is also
a good indicator of readability. Simple Wikipedia
can be used to build a language model for a similar
kind of task. Table 6 shows the combined result of
all linguistic features, and demonstrates that the 49
linguistic features we used give better results than
those reported by many previous research projects
(as noted in section 2).
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Table 6. Evaluation of other features

Features Accuracy  F-Score
Average Hapax-legomena per sentence 51% 50%
Number of Hapax-legomena per document 57% 53%
Average number of familiar words per sentence  34% 23%
Number of familiar words per document 65% 65%
Average number of simple words per sentence 37% 28%
Number of simple words per document 63% 63%
6 other features 68% 68%
49 linguistic features 73% 73%

Table 7. Evaluation of entropy based features

Features Accuracy  F-Score
Word probability 55% 50%
Character probability 40% 37%
POS probability 35% 25%
Word length probability 42% 33%
Word frequency probability 50% 49%
Lemma length probability 40% 32%
Lemma frequency probability 51% 50%
Character frequency probability ~— 47% 43%
POS frequency probability 51% 45%
9 Entropy features 72% 72%

5.2 Experiment with Information-theoretic

Features

As noted earlier, entropy measures the amount
of information in an article. Wikipedia’s articles
are assumed to be a medium of communication
between Wikipedians and readers. Conversely,
information flow of a readable article will differ from
that of a less readable article. Thus, the constants
for the corresponding entropy rates of the different
readability classes will differ. As a single feature,
these entropy-based features perform as well
as linguistic features. But when considered
collectively, these are the best performing feature
set among all feature sets. Among all similar
features the random variable with Word Probability
works better than others. It should be noted
that some of the entropy based features are
linguistically motivated. That is, probabilities are
calculated from the output of some of the linguistic
tools. Table 7 shows the evaluation.

Table 8 shows the evaluation of information
transmission based features. These features
show the relationship of word length and number
of complex words with the sentence length.
Individually these features perform better than
many other individual features. In total 11
information-theoretic features are used, which
perform similarly to 49 linguistically motivated
features. We get 75% accuracy and 75% F-score
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Table 8. Evaluation of information-transmission based
features

Features Accuracy  F-Score
Sentence length and word length probability 64% 64%
Sentence length and complex word probability ~ 60% 60%
Information transmission based features 63% 63%
11 Information theoretic features 73% 73%
60 linguistic + information-theoretic features 75% 75%

when these 11 information-theoretic features are
added to the 49 linguistic features.

6 Discussion

Table 1 shows that an article of a higher readability
class is often longer than an article with lower
readability class. However, this feature is not
reflected in our experiment. The average sentence
length is one of the worst performing features. The
POS-based features outperforms syntax based
features, which supports the findings in [10]. It
should also be noted that lexical features are
better predictors than many linguistic features.
That is why traditional readability formulas are
still considered in many commercial readability
assessment tools. Semantic features are more
predictive of readability classification. But note
that the number of named entities feature did not
perform as we expected. The result in this work
suggests that readability difficulty is influenced
by the underlying semantics of an article. The
number of semantic roles in a document and the
number of familiar words are the best performing
individual features. The evaluation of all linguistic
features suggest that features should be calculated
per document instead of per sentence for a
document-level readability classification.

The result of entropy-based features showed that
a written document also might have a constant
entropy rate, as shown in [14, 15]. We found
that 11 information-theoretic features performed
as well as 49 linguistically motivated features.
Many languages are considered to be low-density
languages, either because the population speaking
the language is not very large, or because
insufficient digitized text material is available in the
language even though millions of people speak the
language. These information-theoretic concepts
should be considered in order to build a readability
classifier for these languages.
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7 Conclusion and Future Work

We compared 49 linguistic indicators of
readability with 11 information-theoretic features
in order to separate the text into different
classes of text readability. The latter features
represent the amount of information of a
text along some of its simple quantitative
characteristics. Our experimental results show that
information-theoretic features perform as well as
their linguistic counterparts. They provide an easy
way to compute readability, in contrast to the much
more complex linguistic variables considered here.
Note that POS-based linguistic features outperform
syntactic and semantic features, but lexical
features still dominate. From this perspective
one may say that readability classification does
not require complex measurements. Note
also that the combination of linguistic and
information-theoretic features outperforms these
feature sets when considered in isolation. Thus,
the two feature sets seem to measure slightly
different things. To the best of our knowledge,
the information-theoretic features considered here
were not explored in previous studies of text
readability classification. In future work, we will
extend the information-theoretic approach by using
larger corpora of crowd-sourced readability data.
We expect to get this data step by step due to the
collaborative principle by which Wikipedia grows.
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